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Hypothesis testing
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Hypothesis testing

In any hypothesis-testing problem, there are two contradictory
hypotheses under consideration

The null hypothesis, denoted by H0, is the claim that is
initially assumed to be true

The alternative hypothesis, denoted by Ha, is the assertion
that is contradictory to H0.
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Implicit rules (of this chapter)

H0 will always be stated as an equality claim.

If θ denotes the parameter of interest, the null hypothesis will
have the form

H0 : θ = θ0

θ0 is a specified number called the null value

The alternative hypothesis will be either:

Ha : θ > θ0
Ha : θ < θ0
Ha : θ 6= θ0
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Test procedures

A test procedure is specified by the following:

A test statistic T : a function of the sample data on which the
decision (reject H0 or do not reject H0) is to be based

A rejection region R: the set of all test statistic values for
which H0 will be rejected

The null hypothesis will then be rejected if and only if the observed
or computed test statistic value falls in the rejection region, i.e.,
T ∈ R
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Example

Test of hypotheses:

H0 : µ = 75

Ha : µ < 75

Test procedure:

Compute X̄
If X̄ ≤ 72, reject H0.
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Question: How about Ha : µ > 75

Test of hypotheses:

H0 : µ = 75

Ha : µ > 75

Test procedure:

Compute X̄
If , reject H0.
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Type I and Type II errors

A type I error consists of rejecting the null hypothesis H0

when it is true

A type II error involves not rejecting H0 when H0 is false.
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Hypothesis testing: example

The drying time of a certain type of paint under specified test
conditions is known to be normally distributed with mean
value 75 min and standard deviation 9 min.

Chemists have proposed a new additive designed to decrease
average drying time.

It is believed that drying times with this additive will remain
normally distributed with σ = 9.

Because of the expense associated with the additive, evidence
should strongly suggest an improvement in average drying
time before such a conclusion is adopted.
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Type I error

Test of hypotheses:

H0 : µ = 75

Ha : µ < 75

n = 25, σ = 9. Rule: If x̄ ≤ 72, reject H0.

Question: What is the probability of type I error?

α = P[Type I error]

= P[H0 is rejected while it is true]

= P[X̄ ≤ 72 while µ = 75]

= P[X̄ ≤ 72 while X̄ ∼ N (75, 1.82)] = 0.0475
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Type II error

Test of hypotheses:

H0 : µ = 75

Ha : µ < 75

n = 25. New rule: If x̄ ≤ 72, reject H0.

β(70) = P[Type II error when µ = 70]

= P[H0 is not rejected while it is false because µ = 70]

= P[X̄ > 72 while µ = 70]

= P[X̄ > 72 while X̄ ∼ N (70, 1.82)] = 0.1335
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α− β compromise

Proposition

Suppose an experiment and a sample size are fixed and a test
statistic is chosen. Then decreasing the size of the rejection region
to obtain a smaller value of α results in a larger value of β for any
particular parameter value consistent with Ha.

Mathematical statistics



Significance level

The approach adhered to by most statistical practitioners is

specify the largest value of α that can be tolerated

find a rejection region having that value of α rather than
anything smaller

α: the significance level of the test

the corresponding test procedure is called a level α test
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Significance level: example

Test of hypotheses:

H0 : µ = 75

Ha : µ < 75

n = 25, σ = 9. Rule: If x̄ ≤ c , reject H0.

Find the value of c to make this a level α test

α = P[Type I error]

= P[H0 is rejected while it is true]

= P[X̄ ≤ c while X̄ ∼ N (75, 1.82)]

= P

[
X̄ − 75

1.8
≤ c − 75

1.8

]
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Hypothesis testing for one parameter

1 Identify the parameter of interest

2 Determine the null value and state the null hypothesis

3 State the appropriate alternative hypothesis

4 Give the formula for the test statistic

5 State the rejection region for the selected significance level α

6 Compute statistic value from data

7 Decide whether H0 should be rejected and state this
conclusion in the problem context
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Normal population with known σ
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Test about a population mean

Null hypothesis
H0 : µ = µ0

The alternative hypothesis will be either:

Ha : µ > µ0

Ha : µ < µ0

Ha : µ 6= µ0
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Rejection region

α = P[Type I error]

= P[H0 is rejected while it is true]

= P[X̄ ≤ c while X̄ ∼ N (75, 1.82)]

= P

[
X̄ − 75

1.8
≤ c − 75

1.8

]

Rejection rule: x̄ ≤ 75− 1.8zα

To make it simpler, define z = (x̄ − 75)/(1.8), then the rule is

z ≤ −zα
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Normal population with known σ

Null hypothesis: µ = µ0
Test statistic:

Z =
X̄ − µ0
σ/
√
n

Mathematical statistics



General rule
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Example

Problem

A manufacturer of sprinkler systems used for fire protection in
office buildings claims that the true average system-activation
temperature is 130◦F. A sample of n = 9 systems, when tested,
yields a sample average activation temperature of 131.08◦F.

If the distribution of activation times is normal with standard
deviation 1.5◦F, does the data contradict the manufacturers claim
at significance level α = 0.01?
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Φ(z)
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Solution

Parameter of interest: µ = true average activation
temperature

Hypotheses

H0 : µ = 130

Ha : µ 6= 130

Test statistic:

z =
x̄ − 130

1.5/
√
n

Rejection region: either z ≤ −z0.005 or z ≥ z0.005 = 2.58

Substituting x̄ = 131.08, n = 25 → z = 2.16.

Note that −2.58 < 2.16 < 2.58. We fail to reject H0 at
significance level 0.01.

The data does not give strong support to the claim that the
true average differs from the design value.
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Large-sample tests
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Large-sample tests

Null hypothesis: µ = µ0
Test statistic:

Z =
X̄ − µ0
S/
√
n

[Does not need the normal assumption]
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Test about a normal population with unknown σ
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t-test

[Require normal assumption]
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Example

Problem

The amount of shaft wear (.0001 in.) after a fixed mileage was
determined for each of n = 8 internal combustion engines having
copper lead as a bearing material, resulting in x̄ = 3.72 and
s = 1.25.
Assuming that the distribution of shaft wear is normal with mean
µ, use the t-test at level 0.05 to test H0 : µ = 3.5 versus
Ha : µ > 3.5.
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t-table
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Practice

Problem

The standard thickness for silicon wafers used in a certain type of
integrated circuit is 245 µm. A sample of 50 wafers is obtained
and the thickness of each one is determined, resulting in a sample
mean thickness of 246.18 µm and a sample standard deviation of
3.60 µm.
Does this data suggest that true average wafer thickness is larger
than the target value? Carry out a test of significance at level .05.
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Type II error and sample size determination
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Hypothesis testing for one parameter

1 Identify the parameter of interest

2 Determine the null value and state the null hypothesis

3 State the appropriate alternative hypothesis

4 Give the formula for the test statistic

5 State the rejection region for the selected significance level α

6 Compute statistic value from data

7 Decide whether H0 should be rejected and state this
conclusion in the problem context
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Type II error and sample size determination

A level α test is a test with P[type I error] = α

Question: given α and n, can we compute β (the probabilities
of type II error)?

This is a very difficult question.

We have a solution for the cases when: the distribution is
normal and σ is known
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Practice problem

Problem

The drying time of a certain type of paint under specified test
conditions is known to be normally distributed with standard
deviation 9 min. Assuming that we are testing

H0 : µ = 75

Ha : µ < 75

from a dataset with n = 25.

What is the rejection region of the test with significance level
α = 0.05.

What is β(70) in this case?
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General cases

Test of hypotheses:

H0 : µ = µ0

Ha : µ < µ0

Rejection region: z ≤ −zα
This is equivalent to x̄ ≤ µ0 − zασ/

√
n

Let µ′ < µ0

β(µ′) = P[Type II error when µ = µ′]

= P[H0 is not rejected while it is false because µ = µ′]

= P[X̄ > µ0 − zασ/
√
n while µ = µ′]

= P

[
X̄ − µ′

σ/
√
n
>
µ0 − µ′

σ/
√
n
− zα while µ = µ′

]
= 1− Φ

(
µ0 − µ′

σ/
√
n
− zα

)
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Remark

For µ′ < µ0:

β(µ′) = 1− Φ

(
µ0 − µ′

σ/
√
n
− zα

)
If n, µ′, µ0, σ is fixed, then

β(µ′) is small

↔ Φ

(
µ0 − µ′

σ/
√
n
− zα

)
is large

↔ µ0 − µ′

σ/
√
n
− zα is large

↔ α is large
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α− β compromise

Proposition

Suppose an experiment and a sample size are fixed and a test
statistic is chosen. Then decreasing the size of the rejection region
to obtain a smaller value of α results in a larger value of β for any
particular parameter value consistent with Ha.
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General formulas
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