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Overview

Week 1 ------ Probability reviews
Week 2 - - - .. Chap.ter 6 Statistics and Sampling
Distributions
Week 4 ------ Chapter 7: Point Estimation
Week 7 ------ Chapter 8: Confidence Intervals
Week 10 - - -- Chapters 9-10: Tests of Hypothesis
Week 14 - - - .. Chapter 12: Linear regression
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Key steps in statistical inference

Understand the statistical model [Chapter 6]

Come up with reasonable estimates of the parameters of
interest [Chapter 7]

Quantify the confidence with the estimates [Chapter 8]

Testing with the parameters of interest [Chapter 9]

Contexts
@ The central mega-example: population mean p
o Difference between two population means

@ Linear regression
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Linear regression
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Linear regression

y = Product sales

x = Advertising expenditure

Mathematical model:

Vi = Bo+ Pixi +ei, € ~N(0,0%)
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Linear regression

Assumptions:

@ There are parameters 3y, 51 and o such that for any fixed
value of the independent variable x, the dependent variable Y
is related to x through the model equation

Y = Bo+ Pix + e

The random deviation (random variable) € is assumed to be
normally distributed with mean value 0 and variance o2

@ The observed pairs (x1,y1), (x2,¥2), - - ., (Xn, ¥n) are regarded
as having been generated independently of one another from
the model equation
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Linear regression

X ¥ _— True regression line

[ y= Byt By

Mathematical model:

Yi = Bo+ Bixi +ei, e ~N(0,0%)
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The principle of least squares

PRINCIPLE The vertical deviation of the point (x;, y,) from the line y = b, + bx is
OF LEAST height of point — height of line = y; — (b, + bx;)

SQUARES ! 0 i

The sum of squared vertical deviations from the points (x,, y,), . . ., (x,, ¥,) to the
line is then

f(bo, by) = g[)’i = (bo + bix))

The point estimates of B, and 3,, denoted by fiﬂ and f31 and called the least
squares estimates, are those values that minimize f (b, b,). That is, B, and B, are
such that f(By, B1) = fiby, by) for any b and b,. The estimated regression line or
least squares line is then the line whose equationis y = B, + Bx.
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Least squares estimates

o Estimates

ey A R e

e Computing formulas

Sy = (Zx,-y,-) — w

n

s () - 7

and
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Problem 2: Estimating o by maximum likelihood

The joint density function of (Y1, Ya,..., Yy) is

1 o Ty )12
ﬂomt(yl,yz,...,yn)=< ) o 3 2 i~ (Bo+Bx)]
oV 2T

What is the maximum likelihood estimator of o7
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Confidence intervals for 31
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Principles for deriving Cls

If X1,X2,..., Xy is a random sample from a distribution f(x, 6),
then

e Find a random variable Y = h(X1, Xa, ..., X;;0) such that
the probability distribution of Y does not depend on € or on
any other unknown parameters.

@ Find constants a, b such that
Pla < h(X1, Xa,..., X, 0) < b] =0.95
@ Manipulate these inequalities to isolate 6

P[K(Xl,X% R ,Xn) <f< U(Xl,X2, R ,X,,)] =0.95
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Normality of 3

@ First, recall that

5 - T =R - V)
> (i — %7

@ On the other hand,

i —(Y)=YD (—-%)=Y-0=0

@ Thus

Blzz:c,-Y,- where c,-:(

%
is a linear combination of the independent r.v.'s
Y1, Ya,..., Yy, each of which is normally distributed

Mathematical statistics



Properties of BAl

@ To construct confidence intervals for 31, we need to compute
the expected value and the variance of 31 in terms of
(x1,¥1), - (Xn,yn) and o where

Yi = Bo+ Bixi + i, € ~N(0,0%)

and _
PP LT [ \/Eh WD I )/
> (xi —x)? > (xi —x)?

e Task: Compute E[31] and Var[Bi]
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Setting 1: If o is known

Problem
Recall that

B — B

/v S
follows the standard normal distribution.
Assuming that o is known, construct the 100(1 — «)% confidence
interval for 3.
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Setting 2: o is unknown

Theorem

If we define N N
o2 _ 2Yi= (Bo+ Bl
n—2

then the random variable

B — B
S/v/Sx

follows the t—distribution with degrees of freedom (n — 2).
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t distributions

Definition

Let Z be a standard normal rv and let W be a x?2 rv independent
of Z. Then the t distribution with degrees of freedom v is defined
to be the distribution of the ratio

Z
W /v

T —
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Setting 2: o is unknown

Our statistic: .
A Br1—p
/81 - /81 0'/\/ Sxx

S/VSw s2

The theorem is a consequence of the following facts
° ﬁAl and S are independent
@ The statistic

% > Y= (Bo + Bl

follows the x2-distribution with (n — 2) degrees of freedom.
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Testing with (1
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(1 characterizes relation between x and Y

y = Product sales

x = Advertising expenditure

Question: Does increase advertising expense help increase sales?
— Testing Hp : 61 = 0 against H, : 51 > 0
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(1 characterizes relation between x and Y

2000 2007 2002 2003 2004 2005 2006 2007 2008 2009
$2 billion 2000 degrees
A
g
3
o $1.75billion 2
2 1500 degrees
g
¥ ogs @
S $150ilien 3
-1 =
] o
& 1000 degrees g
$1.25 billien g
E
I
@
$1 billien 500 degrees
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

-8 Computer science doctorates+ Arcade revenue

Question: Do computer scientists spend too much time at arcades?
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Hypothesis testing

Null hypothesis: Hy: 8; = Byg

-

- - B
Test statistic value: ¢ = A =2

Sp

1

Alternative Hypothesis Rejection Region for Level a Test
Ha: Bl>BlU tz'ta.n—Z
Ha: B1<BIU IE_RJI*Z
Hy: By # Bio either t=1typ,2 OF = —lynp

A P-value based on n — 2 df can be calculated just as was done previously for
t tests in Chapters 9 and 10.
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Example 12.12

Is it possible to predict graduation rates from SAT scores?

Grad. rate

100
90
80
70
60
50
40

Assume that

30
700

Lo 1| I I I I I I SAT
800 900 1000 1100 1200 1300 1400 1500

B; = .08855; s = 10.29; S, = 704125; n = 20.
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