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Topics

Week 1 ------ Chapter 1: Descriptive statistics
Week 2 - - - .. Chap.ter 6 Statistics and Sampling
Distributions
Week 4 ------ Chapter 7: Point Estimation
Week 7 ------ Chapter 8: Confidence Intervals
Week 10 - - -- Chapter 9: Test of Hypothesis
Week 13 ------ Two-sample inference, ANOVA, regression
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1.2: Pictorial and Tabular Methods
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Figure 1.6 Histogram of number of hits per nine-inning game
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1.3: Measures of locations

@ The Mean
@ The Median

@ Trimmed Means
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Measures of locations: mean

The sample mean x of observations x;, x5, . . . , x, 15 given by

_ x +x2+"' TX
x: —
n H
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Measures of locations: median

Step 1: ordering the observations from smallest to largest

The single
middle _ (n +1

value if n
is odd

th
) ordered value
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.

The average

of the two n\® n th

middle = average of (—) and (— + 1) ordered values
. 2 2

values if n

is even

Median is not affected by outliers
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Measures of locations: trimmed mean

@ A a% trimmed mean is computed by:

o eliminating the smallest a% and the largest a% of the sample
e averaging what remains

@ o = 0 — the mean

@ o ~ 50 — the median
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Measures of Variability: deviations from the mean

The sample variance, denoted by 57, is given by

2 _ E(II'_I)Q _ Sx.r

2

n—1 n—1

The sample standard deviation, denoted by s, is the (positive) square root of the
variance:

s=\/s_?
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Measures of Variability: deviations from the mean

The sample variance, denoted by 57, is given by

7 _ E(II'_I)Q _ Sx.r

2

n—1 n—1

The sample standard deviation, denoted by s, is the (positive) square root of the
variance:

s=‘\/s_?

o Why squared? Because it is easier to do math with x? than |x]|

e Why (n — 1)? Because that makes s? an unbiased estimator
of the population variance (Chapter 7)
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Computing formula for s?

=)

= — ) = 2 _
Sxx E (xx x) E Xy n
Proof Because x = Xx/n, nx* = ( Zx;)*/n. Then,

Si—x)r= D@ —2x+x) = DxF -2 x+ O x):?
= > xf—2xenx +n(x)* = D x? — n(x)?
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Properties of the sample standard deviation

Let x;, x5, . .., x, be a sample and ¢ be a constant.

LIfyy=x;+cm=x+c...,y =x,+cthens = s}, and

2. Ify, =cxy,...,y, = cx, thens; = s, 5, = |c|s,

where 52 is the sample variance of the x’s and 52 is the sample variance of the y's.
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Order the n observations from smallest to largest and separate the smallest half
from the largest half; the median ¥ is included in both halves if n is odd. Then the
lower fourth is the median of the smallest half and the upper fourth is the me-
dian of the largest half. A measure of spread that is resistant to outliers is the
fourth spread f,, given by

f, = upper fourth — lower fourth
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40 52 55 60 70 75 85 85 90 90 92 94 94 95 98 100 115 125 125

The five-number summary is as follows:

smallest x, = 40 lower fourth = 72.5 =90 upper fourth = 96.5
largest x; = 125

I S I [
40 50 60 TFO 80 90 100 110 120 130

= [epth

Figure 1.17 A boxplot of the corrosion data
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Boxplot with outliers

Any observation farther than 1.5f, from the closest fourth is an outlier. An outlier
is extreme if it is more than 3f, from the nearest fourth, and it is mild otherwise.
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Comparative boxplots
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Review: Random variables, expected values, normal distribution

Reading: 3.1, 3.2, 3.3, 4.1, 4.2
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Random variable

X(w)
Q * X
x 1 2 3 4 5 6 7
P 01 03 13 25 39 17 .02
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Random variable (continuous)

Figure 4.2 Pla = X = b) = the area under the density curve between aand b

Let X be a continuous rv. Then a probability distribution or probability density
function (pdf) of X is a function fix) such that for any two numbers a and b with
a=bh,

I

Pla=X=h)= Jf{xjdr
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Cumulative distribution function

The cumulative distribution function F(x) for a continuous rv X is defined for
every number x by

R = px =) = [ ey
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Figure 4.5 A pdf and associated cdf
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Using CDF to compute probability

Let X be a continuous rv with pdf f{x) and cdf F(x). Then for any number a,
P(X>a)=1- Fla)
and for any two numbers g and b with a << b,

Pla <X = b) = F(b) — F(a)
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Expected values
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Expected value (discrete r.v.)

Let X be a discrete rv with set of possible values D and pmf p(x). The expected
value or mean value of X, denoted by E(X) or py, is

E(X) = py = Enx-pfﬂ

This expected value will exist provided that 2, _p|x| - p(x) < oo,
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Expected value (discrete r.v.)

x 1 2 3 4 5 6 7

p(x) 01 03 13 25 39 .17 .02

Expected value:
p=1-p(1) +2-p(2) +--- +7-p(7)

(1)(.01) + 2(.03) + - -- + (7)(.02)
01 + .06 + .39 + 1.00 + 1.95 + 1.02 + .14 = 4.57
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Expected value of a function (discrete r.v.)

If the rv X has a set of possible values D and pmf p(x), then the expected value of
any function A(X), denoted by E[h(X)] or pyy, 18 computed by

E[h(X)] = En: h(x) - p(x)

assuming that 2 |A(x)| - p(x) is finite.
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Expected value of a function (discrete r.v.)

Proposition:
E(aX +b)=a-EX)+ b
Corollary:
Proof
E(aX + b) = 3, (ax + b)-p —azx p[x:}+b2p

D
ak(X) + b

1. For any constant a, E(aX) = a* E(X) [take b = 01in (3.12)].
2. For any constant b, E(X + b) = E(X) + b [take a = 1 in (3.12)].
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Variance of a discrete r.v.

Let X have pmf p(x) and expected value p. Then the variance of X, denoted by
V(X) or o3, or just o, is

V(X) = ED} (x — )+ plx) = E[(X — p)’]

The standard deviation (SD) of X i1s

oy = '\-"G’%

Alternative formula:

V00 = = | Stepla) | - u = EOC) ~ [BOOT
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Variance of a function

Rules of Variance:
VIA(X)] = o = E{h{x — E[A(X)]} - plx)
Property

VIRX)] = oy = § {h(x) — E[R(X)]}* - p(x)
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Expected value (continuous r.v.)

The expected or mean value of a continuous rv X with pdf f(x) is

od

o= B = [ xe e

—od

This expected value will exist provided that [*_|x|f(x)dx < oo.
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Expected value (continuous r.v.)

The expected or mean value of a continuous rv X with pdf f(x) is

od

o= B = [ xe e

—od

This expected value will exist provided that [*_|x|f(x)dx < oo.
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Normal distribution
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Basic properties

o E(X) = p, Var(X) = o2

@ Density function

1 _=w)?

f(X’ /‘L7 U) = We 202

e Z=N(0,1) is called the standard normal distribution
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Standard normal distribution

e £(Z2)=0, Var(Z) =1

@ Density function

NN

1
f(Z,O, 1) = 7ﬂe_

@ The cumulative distribution function of the standard normal
distribution is:

O(2) = P(Z < 7) = / £(y.0,1) dy

—00
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Shaded area = ®(z)
Standard normal (z) curve
P
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