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Topics

Week 1 · · · · · ·• Chapter 1: Descriptive statistics

Week 2 · · · · · ·• Chapter 6: Statistics and Sampling
Distributions

Week 4 · · · · · ·• Chapter 7: Point Estimation

Week 7 · · · · · ·• Chapter 8: Confidence Intervals

Week 10 · · · · · ·• Chapter 9: Test of Hypothesis

Week 13 · · · · · ·• Two-sample inference, ANOVA, regression
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1.2: Pictorial and Tabular Methods

Stem-and-Leaf
displays

Dotplots

Histograms
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1.3: Measures of locations

The Mean

The Median

Trimmed Means
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Measures of locations: mean

Chapter 1: Descriptive statistics



Measures of locations: median

Step 1: ordering the observations from smallest to largest

Median is not affected by outliers
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Measures of locations: trimmed mean

A α% trimmed mean is computed by:

eliminating the smallest α% and the largest α% of the sample
averaging what remains

α = 0 → the mean

α ≈ 50 → the median
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Measures of Variability: deviations from the mean
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Measures of Variability: deviations from the mean

Why squared? Because it is easier to do math with x2 than |x |
Why (n − 1)? Because that makes s2 an unbiased estimator
of the population variance (Chapter 7)
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Computing formula for s2
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Properties of the sample standard deviation
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Boxplots
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Boxplots
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Boxplot with outliers
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Comparative boxplots
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Review: Random variables, expected values, normal distribution

Reading: 3.1, 3.2, 3.3, 4.1, 4.2
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Random variable
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Random variable (continuous)
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Cumulative distribution function
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Using CDF to compute probability
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Expected values

Chapter 1: Descriptive statistics



Expected value (discrete r.v.)
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Expected value (discrete r.v.)

Expected value:
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Expected value of a function (discrete r.v.)
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Expected value of a function (discrete r.v.)

Proposition:

Corollary:
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Variance of a discrete r.v.

Alternative formula:
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Variance of a function

Rules of Variance:

Property
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Expected value (continuous r.v.)
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Expected value (continuous r.v.)
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Normal distribution
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N (µ, σ2)
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Basic properties

E (X ) = µ, Var(X ) = σ2

Density function

f (x , µ, σ) =
1√

2πσ2
e−

(x−µ)2

2σ2

Z = N (0, 1) is called the standard normal distribution
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Standard normal distribution

E (Z ) = 0, Var(Z ) = 1

Density function

f (z , 0, 1) =
1√
2π

e−
z2

2

The cumulative distribution function of the standard normal
distribution is:

Φ(z) = P(Z ≤ z) =

∫ z

−∞
f (y , 0, 1) dy
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Φ(z)

Φ(z) = P(Z ≤ z) =

∫ z

−∞
f (y , 0, 1) dy
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