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Topics

Week 1 · · · · · ·• Chapter 1: Axioms of probability

Week 2 · · · · · ·•
Chapter 3: Conditional probability and
independence

Week 3 · · · · · ·• Chapters 4,5,6,7: Random variables

Week 9 · · · · · ·• Chapters 8, 9: Bivariate and multivariate
distributions

Week 10 · · · · · ·• Chapter 10: Expectations and variances

Week 11 · · · · · ·• Chapter 11: Limit theorems

Week 12 · · · · · ·• Chapters 12, 13: Selected topics
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Overview

1. Conditional Probability

2. Law of Multiplication

3. Law of Total Probability

4. Bayes Formula

5. Independence
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Sample space and events

1 An experiment: is any action, process, or phenomenon whose
outcome is subject to uncertainty

2 An outcome: is a result of an experiment
Each run of the experiment results in one outcome

3 A sample space: is the set of all possible outcomes of an
experiment

4 An event: is a subset of the sample space.
An event occurs when one of the outcomes that belong to it
occurs
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Axioms of probability
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Some basic properties

Lemma
The probability of the empty set is 0.

Let A ,B be two disjoint events (that is AB = ∅). Then

P[A ∪ B] = P[A ] + P[B]

Let A ⊂ B , then P[A ] ≤ P[B]

Let A ⊂ B , then P[B] = P[A ] + P[B \ A ]

Let Ac be the complement event of A. Then

P[Ac ] = 1 − P[A ]

For any events A ,B

P[A ] = P[AB] + P[ABc ]
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Probabilities

Given an experiment and a sample space, we can define
many probabilities

Experiment: tossing a coin, S = {H,T }

If you believe the coin is fair:

P(∅) = 0, P({H}) = 0.5, P({T }) = 0.5, P({H,T }) = 1

If you don’t believe so, maybe

Q(∅) = 0, Q({H}) = 0.6, Q({T }) = 0.4, Q({H,T }) = 1
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Probabilities
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Conditional probability
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Conditional probability

Definition

Let P(B) > 0, the conditional probability of A given B, denoted by
P(A |B), is

P(A |B) =
P(AB)

P(B)

Note: the equation is is neither an axiom nor a theorem. It is a
definition.

Probability Theory and Simulation Methods



About the notation

From a mathematical point of view,

f : R→ R

x → x2

and

g : [0, 1]→ R

x → x2

are two different functions

To highlight the relation between them, mathematicians use
the notation

f |[0,1]

to describe the second function
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About the notation

Similarly, the probability at the beginning of the semester

P : {set of all events on S} → R

A → P(A)

and the probability after knowing B occurs

Pnew : {set of all events on S} → R

A → Pnew(A) =
P(AB)

P(B)

are two different probabilities

To highlight the relation between them, we use the notation

P(A |B)

to describe Pnew(A)
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Conditional probability
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Conditional probability
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Problem

Problem

Let A ,B be two events such that P(A),P(B),P(Bc) > 0, show that

(a)
P(AB) = P(B)P(A |B)

(b)
P(A) = P(A |B)P(B) + P(A |Bc)P(Bc)

(c)

P(B |A) =
P(A |B)P(B)

P(A |B)P(B) + P(A |Bc)P(Bc)
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Laws about conditional probabilities

S 3.2 Law of multiplication

P(AB) = P(B)P(A |B)

S 3.3 Law of total probability

P(A) = P(A |B)P(B) + P(A |Bc)P(Bc)

S 3.4 Bayes’ formula

P(B |A) =
P(A |B)P(B)

P(A |B)P(B) + P(A |Bc)P(Bc)
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