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Overview

Week 1 · · · · · ·• Chapter 1: Axioms of probability

Week 2 · · · · · ·• Chapter 3: Conditional probability and
independence

Week 4 · · · · · ·• Chapters 4, 6: Random variables

Week 9 · · · · · ·• Chapter 5, 7: Special distributions

Week 10 · · · · · ·• Chapters 8, 9, 10: Bivariate and
multivariate distributions
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Overview

1. Sample space and events

2. Axioms of probability
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Chapter 3

1. Conditional Probability

2. Law of Multiplication

3. Law of Total Probability

4. Bayes’ Formula

5. Independence
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Chapter 4: Discrete random variables

4.3 Discrete random variables

4.4 Expectations of discrete random variables

4.5 Variances and moments of discrete random variables
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Chapter 6: Continuous random variables

6.1 Probability density functions

6.3 Expectations and Variances

6.2 Density function of a function of a random variable
Distribution function
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Chapters 5 and 7

Bernoulli distribution

Binomial distribution

Uniform distribution

Normal distribution
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Example 1

Example
Let X be a normal random variable with mean 39.8 and standard
deviation 2.05. Compute

P[X ≤ 40]

P[X ≥ 40]

P[39.8≤X ≤ 40]
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Φ(z)

Probability Theory and Simulation Methods



Chapters 8, 9, 10

Joint probability mass/density function

Marginal probability mass/density function

Conditional probability mass/density function

Law of the unconscious statistician

Covariance and correlation
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Typical problem: bivariate

* Given a joint probability mass function between X , Y

* Compute:

Marginal pmf of X

E[g(X ,Y)] and E[h(X)]

fX |Y (x|y)
Cov(X ,Y) and ρ(X ,Y)

* For continuous random variables: using pdf instead of pmf

* The joint pmf is sometimes written as a function, sometimes
represented as a table, so things might be confusing
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Quiz 4

Let X and Y be two random variables with the following joint
distribution

p(x,y)=


0.1 if (x,y)= (0,0)

0.2 if y = (0,1) or (1,1)

0.5 if (x,y)= (1,0)

0 elsewhere

Compute

P[X ≥Y ]

The marginal probability mass functions of X and Y

Var(X) and Var(Y).
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Quiz 5

Let X and Y be continuous random variables with the joint
probability density function

f(x,y)=
{

x +y if 0< x < 1, 0< y < 1

0 elsewhere

Compute E(X),E(Y),E(XY),σX ,σY

Compute Cov(X ,Y) and ρ(X ,Y)

Compute Cov(1.5X + p
3,−3Y +7.1)
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