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Topics

Chapter 6: Statistics and Sampling

Week 2= Distributions

Week 4 - - - -- Chapter 7: Point Estimation

Week 7 ------ Chapter 8: Confidence Intervals
Week 10 --- - -- Chapter 9: Test of Hypothesis
Week 11 ---- .- Chapter 10: Two-sample inference
Week 13 ------ Regression
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Chapter 7: Overview

7.1 Point estimate

e unbiased estimator
e mean squared error

7.2 Methods of point estimation

e method of moments
e method of maximum likelihood.

7.3 Sufficient statistic
7.4 Information and Efficiency
o Large sample properties of the maximum likelihood estimator
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Point estimate

Definition

A point estimate 0 of a parameter 0 is a single number that can be
regarded as a sensible value for 6.

population parameter —> sample = estimate

9 — X1, X0,..., Xy = 0
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Mean Squared Error

@ Measuring error of estimation
0—6] or (6—0)?

@ The error of estimation is random

Definition

The mean squared error of an estimator 6 is

E[(9 - 6)%]
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Bias-variance decomposition

MSE(D) = E[(D — 0] = v(0) + (E@) ~0)

Bias-variance decomposition

Mean squared error = variance of estimator -+ (bias)?
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Unbiased estimators

Definition

A point estimator 0 is said to be an unbiased estimator of 6 if
E(G) =06

for every possible value of 6.

Unbiased estimator
& Bias =10
< Mean squared error = variance of estimator
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Method of moments
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o Let Xi,..., X, be a random sample from a normal
distribution with pmf or pdf f(x).

e For k=1,2,3,..., the k" population moment, or kt"
moment of the distribution f(x), is

E(X¥)

o First moment: the mean
o Second moment: E(X?)
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Sample moments

o Let Xi,..., X, be a random sample from a distribution with
pmf or pdf f(x).
e For k=1,2,3,..., the k™" sample moment is

XE+ X5+ ..+ Xk
n

The law of large numbers provides that when n — oo

XE+ X5+ ..+ Xk

. — E(X5)
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Method of moments: ideas

@ Let Xi,...,X, be a random sample from a distribution with
pmf or pdf
f(x;01,602,...,0m)
@ Assume that for k=1,...,m
XK+ Xk 4+ .. 4+ Xk
ﬁk: 1+ 2+ + n:E(Xk)

n

@ Solve the system of equations for 01,6>,...,0n,
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Method of maximum likelihood
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Random sample

Probability
'_,..._.---""__-- ___""'--.._&
~_ Inferential
statistics

Definition

The random variables Xi, Xz, ..., X, are said to form a (simple)
random sample of size n if

@ the X;’'s are independent random variables

@ every X; has the same probability distribution
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Independent random variables

Definition
Two random variables X and Y are said to be independent if for
every pair of x and y values,

P(X =x,Y =y) = Px(x) - Py(y) if the variables are discrete

or

f(x,y) = fx(x) - fy(y) if the variables are continuous
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Random sample

Let X1, X5, ..., X, be a random sample of size n from a distribution
with density function fx(x).

Then the density of the joint distribution of (X1, X2, ..., Xp) is

f_}oint(X17X27 st 7XI‘I) = H fX(Xl)
i=1
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Maximum likelihood estimator

o Let Xy, X5, ..., X, have joint pmf or pdf

f_}oint(X17X27 ey Xy 9)

where 6 is unknown.

@ When xi,...,x, are the observed sample values and this
expression is regarded as a function of 8, it is called the
likelihood function.

@ The maximum likelihood estimates 6y, are the value for 6
that maximize the likelihood function:

fioint (X1, X2, -« . s Xni OpaL) > Fioine(X1, X2, ..., Xn; 0) VO
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How to find the MLE?

@ Step 1: Write down the likelihood function.
@ Step 2: Can you find the maximum of this function?
@ Step 3: Try taking the logarithm of this function.
@ Step 4: Find the maximum of this new function.
To find the maximum of a function of 0:
@ compute the derivative of the function with respect to 6

@ set this expression of the derivative to 0

@ solve the equation
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Example 1

Problem

Let Xi,...,X10 be a random sample from the exponential
distribution with parameter A, that is

fFA) =Xe™, x>0
The observed data are
3.11,0.64,2.55,2.20,5.44,

3.42,1.39,8.13,1.82,1.30

Use the method of maximum likelihood to obtain an estimator of
A
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Example 2

Let Xi,...,X19 be a random sample from a distribution with pdf

64+ 1)x%  ifo<x<1
F(x) = (0+1)x /(.)_x_
0 otherwise
A random sample of ten students yields data
X1 = .92, Xy = .79, X3 = .90, X4 = .65, X5 — .86,

X6 — .47, X7 = .73, Xg = .97, X9 = .94, X10 = g7

Use the method of maximum likelihood to obtain an estimator of 0.
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Example 3

Problem

Let 8> 1 and Xi,..., X, be a random sample from a distribution
with pdf
F) = B ifx>1
0 otherwise

Use the method of maximum likelihood to obtain an estimator of

8.
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Example 4

Problem
Let Xi,...,X, be a random sample from the normal distribution
N(0,02), that is

1 e_é
oV2r
Use the method of maximum likelihood to obtain an estimator of
.

f(x,0) =
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