
MATH 205: Statistical methods

October 11th, 2021

Lecture 11: Uniform and normal distributions



Announcements

• Homework 3 was uploaded to the course webpage, due next
Wednesday

• There will be a quiz in class next Monday. The quiz covers
the materials of Chapter 4.

• Countdown to midterm exam (written part): 16 days. The
exam covers everything up to Chapter 6.

• Countdown to midterm exam (simulations): 14 days (050L) or
16 days (051L). The exam covers everything up Central Limit
Theorem.



Revised schedule



Review: Random variables and expectations



Random variables and expectations

4.1 Random variables

4.2 Expectations
• Expected values
• Mean, variance and covariance



Random variables

Notations:

• random variables are denoted by uppercase letters (e.g., X );

• the observed values of the random variables are denoted by
lowercase letters (e.g., x)



Random variables

• Discrete

• Continuous



Expected value: discrete variables

Definition
Given a discrete random variable X which takes values in the set D
and which has probability distribution P:

• The expected value of X is defined as

E[X ] =
∑
x∈D

xP(X = x)

• f (X ) is a also discrete random variable, which we write F and

E[f (X )] =
∑
u∈Df

uP(F = u) =
∑
x∈D

f (x)P(X = x)

which is sometimes referred to as “the expectation of f ”.



Expected value: continuous variables

Definition
Given a discrete random variable X which takes values in the set D
and which has probability density function p(x):

• The expected value of X is defined as

E[X ] =

∫
D
xp(x) dx

• f (X ) is also a continuous random variable, which we write F
and

E[f (X )] =

∫
D
f (x)p(x) dx

which is sometimes referred to as “the expectation of f ”



Mean and variance

Definition

• The mean or expected value of a random variable X is

E[X ]

• The variance of a random variable X is

var [X ] = E[(X − E[X ])2]

• The standard deviation of a random variable X is defined as

std(X ) =
√

var(X )



Expectations are linear



Properties of variance

Lemma
We have

• For any constant k, var [k] = 0;

• var [X ] ≥ 0;

• var [kX ] = k2var [X ]

The variance of a random variable X can be computed by

var [X ] = E[X 2]− (E[X ])2



Covariance

Definition
The covariance of of two random variables X and Y is

cov(X ,Y ) = E[(X − E[X ])(Y − E[Y ])]

The covariance of of two random variables X and Y can be
computed as

cov(X ,Y ) = E[XY ]− E[X ]E[Y ]



Independent variables have zero covariance

Proposition

If X and Y are independent, then

• E[XY ] = E[X ]E[Y ]

• cov(X ,Y ) = 0

• var(X + Y ) = var(X ) + var(Y )



Example

Example

Assume that the joint probability of X (receive values 1, 2) and Y
(receives values 1, 2, 3) is represented by the following table

X
Y

1 2 3

1 0.14 0.42 0.06

2 0.06 0.28 0.04

Compute Cov(X, Y).



Chapter 5: Useful distributions



The Discrete Uniform Distribution

Definition
A random variable has the discrete uniform distribution if it takes
each of k values with the same probability 1/k, and all other
values with probability zero.

Problem
Consider a random variable X that follows discrete uniform
distribution on the set {1, 2, 3, 4}.
Compute E (X ) and Var(X ).



The continuous uniform distribution

Definition
Write l for the lower bound and u for the upper bound. The
probability density function for the uniform distribution on the
interval l , u is

f (x) =

{
1

u−l , x ∈ [l , u]

0 otherwise

Problem
Consider a random variable X that follows continuous uniform
distribution on [l , u].
Compute E (X ) and Var(X ) (in terms of l , u).



The standard normal distribution

Definition
The probability density function

p(x) =
1√
2π

e−
x2

2

is known as the standard normal distribution.



The standard normal distribution has mean 0 and variance 1.



Normal distributions

Write µ for the mean of a random variable X and σ for its
standard deviation; if

X − µ
σ

has a standard normal distribution, then X is a normal random
variable.

Definition
The probability density function

p(x) =
1

σ
√

2π
e−

(x−µ)2

2σ2

is a normal distribution.



Normal distributions

Definition
If X a normal random variable with probability density function

p(x) =
1

σ
√

2π
e−

(x−µ)2

2σ2 .

then
E [X ] = µ, Var(X ) = σ2



N (µ, σ2)

E (X ) = µ,Var(X ) = σ2



Normal distributions

Questions: If the normal distributions are so complicated, how can
we compute probability associated with normal random variables?



Review: Distribution function

Definition
If X is a random variable, then the function F defined on (−∞,∞)
by

F (t) = P(X ≤ t)

is called the distribution function of X .



Distribution function

For continuous random variable:

P(a ≤ X ≤ b) =

∫ b

a
f (x) dx = F (b)− F (a)



Φ(z): Distribution function of standard normal

Φ(z) = P(Z ≤ z) =

∫ z

−∞
f (y) dy



Φ(z)



Exercise 1

Problem
Let Z be a standard normal random variable.
Compute

• P[Z ≤ 0.75]

• P[Z ≥ 0.82]

• P[1 ≤ Z ≤ 1.96]

Note: The density function of Z is symmetric around 0.


