
MATH 205: Statistical methods

October 13th, 2021

Lecture 12: Useful distributions



Announcements

• Homework 3 was uploaded to the course webpage, due next
Wednesday

• There will be a quiz in class next Monday. The quiz covers
the materials of Chapter 4.



Last lecture

• The discrete uniform distribution

• The continuous uniform distribution

• Normal distributions



N (µ, σ2)

E (X ) = µ,Var(X ) = σ2



Φ(z): Distribution function of standard normal

Φ(z) = P(Z ≤ z) =

∫ z

−∞
f (y) dy



Φ(z)



Exercise 1

Problem
Let Z be a standard normal random variable.
Compute

• P[Z ≤ 0.75]

• P[Z ≥ 0.82]

• P[1 ≤ Z ≤ 1.96]



Shifting and scaling normal random variables

Problem
Let X be a normal random variable with mean µ and standard
deviation σ.
Then

Z =
X − µ
σ

follows the standard normal distribution.



Exercise 2

Problem
Let X be a N (3, 9) random variable. Compute P[X ≤ 5.25].



This lecture: Other useful distributions

• Bernoulli random variables

• The Binomial Probability Distribution

• The Geometric Distribution

• The Poisson Distribution

• The Beta Distribution

• The Gamma Distribution

• The Exponential Distribution



Bernoulli random variables

Definition
A Bernoulli random variable takes the value 1 with probability p
and 0 with probability 1− p.
An experiment associated with a Bernoulli random variable is
called a Bernoulli trial. p is also called the probability of success.

Problem
Consider a random variable X that follows Bernoulli distribution.
Compute E (X ) and Var(X ) (in terms of p).



The Binomial Probability Distribution

Definition
The binomial distribution with parameters N and p is the discrete
probability distribution of the number of successes in a sequence of
N Bernoulli trials.

P(X = n) =

(
N

n

)
pn(1− p)N−n

Recall that: (
N

n

)
=

N!

n!(N − n)!



The Binomial probability distribution



The Binomial probability distribution

Alternative definition: If {X1,X2, . . . ,XN} is a sequence of
independent Bernoulli random variables with probability p. Then

Y = X1 + X2 + . . .XN

follows binomial probability distribution B(N, p).

Problem
Consider a random variable X that follows Binomial probability
distribution.
Compute E (X ) and Var(X ) (in terms of p and N).



The geometric distribution

Definition
The geometric distribution is the probability distribution of the
number X of Bernoulli trials needed to get one success, supported
on the set {1, 2, 3, . . .}

P(X = n) = p(1− p)n−1



The geometric distribution

A geometric distribution with parameter p has mean 1/p and
variance (1− p)/p2.



Poisson Distribution

Definition
A non-negative, integer valued random variable X has a Poisson
distribution when its probability distribution takes the form

P(X = k) =
λke−λ

k!

where λ > 0 is a parameter often known as the intensity of the
distribution.



Poisson Distribution

A Poisson distribution with intensity λ has mean λ and variance λ.



Poisson Distribution

Usually used to model counts that occur in an interval of time or
space that

• occur with some fixed average rate

• observation occurs on disjoint interval are independent

Examples:

• the marketing phone calls you receive during the day time

• number of Prussian soldiers killed by horse-kicks each year

• the number of raisins in a loaf/slice of raisin bread



Beta distributions
The Beta distribution is a family of continuous probability
distributions defined on the interval [0, 1] parameterized by two
positive shape parameters, denoted by α and β, that control the
shape of the distribution.



Gamma distributions

The Beta distribution is a family of continuous probability
distribution for a non-negative continuous random variable,
parameterized by two positive shape parameters, denoted by α and
β, that control the shape of the distribution.



Exponential distributions

A special case of Gamma is the exponential distribution (α = 1)

f (x) = βe−βx , x > 0



Linear combinations of random variables



Linear combination of random variables

Theorem
Let X1,X2, . . . ,Xn be independent random variables (with possibly
different means and/or variances). Define

T = a1X1 + a2X2 + . . .+ anXn

then the mean and the standard deviation of T can be computed
by

• E (T ) = a1E (X1) + a2E (X2) + . . .+ anE (Xn)

• Var(T ) = a2
1Var(X1) + a2

2Var(X2) + . . .+ a2
nVar(Xn)



Linear combination of normal random variables

Theorem
Let X1,X2, . . . ,Xn be independent normal random variables (with
possibly different means and/or variances). Then

T = a1X1 + a2X2 + . . . anXn

also follows the normal distribution with

• E (T ) = a1E (X1) + a2E (X2) + . . .+ anE (Xn)

• Var(T ) = a2
1Var(X1) + a2

2Var(X2) + . . .+ a2
nVar(Xn)



Example

Problem
A gas station sells three grades of gasoline: regular unleaded, extra
unleaded, and super unleaded. These are priced at 2.20, 2.35, and
2.50 per gallon, respectively.
Let X1, X2, and X3 denote the amounts of these grades purchased
(gallons) on a particular day. Suppose the Xi ’s are independent
with µ1 = 1000, µ2 = 500, µ3 = 300, σ1 = 100, σ2 = 80, σ3 = 50.
Compute the expected value and the standard deviation of the
revenue from sales

Y = 2.2X1 + 2.35X2 + 2.5X3.



Mean and variance of the sample mean

Problem
Given independent random samples X1,X2, ...,Xn from a
distribution with mean µ and standard deviation σ, the mean is
modeled by a random variable X̄ ,

X̄ =
X1 + X2 + . . .+ Xn

n

Compute E (X̄ ) and Var(X̄ )(in terms of µ and σ.)



Example

Problem
Let X1,X2, . . . ,Xn be independent random samples from N (µ, σ2)
(that is, normal distribution with mean µ and standard deviation
σ).
Let X̄ be the sample mean

X̄ =
X1 + X2 + . . .+ Xn

n

What is the distribution of X̄ ?



Example

Problem
When a batch of a certain chemical product is prepared, the
amount of a particular impurity in the batch is a normal random
variable with mean value 4.0 g and standard deviation 1.5 g.

If 50 batches are independently prepared, what is the
(approximate) probability that the sample average amount of
impurity X is between 3.5 and 3.8 g?

Hint:

• First, compute E (X̄ ) and σX̄
• Note that

X̄ − E (X̄ )

σX̄

is standard normal.



Example

Problem
The tip percentage at a restaurant follows normal distribution with
mean value of 18% and a standard deviation of 6%.

What is the approximate probability that the sample mean tip
percentage for a random sample of 40 bills is between 16% and
19%?


