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November 10th, 2021

Lecture 19: Comparing the mean of two populations



Chapter 7: Significance of evidence

7.1 Significance and p-value

7.2.1 Comparing the mean of two populations



Hypothesis testing

In a hypothesis-testing problem, there are two contradictory
hypotheses under consideration

• The null hypothesis, denoted by H0, is the claim that is
initially assumed to be true

• The alternative hypothesis, denoted by Ha, is the assertion
that is contradictory to H0.

• The null hypothesis will be rejected in favor of the alternative
hypothesis only if sample evidence suggests that H0 is false.

• If the sample does not strongly contradict H0, we will
continue to believe in the probability of the null hypothesis.



Hypothesis testing: an analogy

In a criminal trial, there are to contradictory assertions

• the accused individual is innocent

• the accused individual is guilty

→ the claim of innocence is the favored or protected hypothesis



Test about a population mean

• Null hypothesis
H0 : µ = µ0

• The alternative hypothesis will be either:
• Ha : µ > µ0

• Ha : µ < µ0

• Ha : µ 6= µ0

Note: µ0 here denotes a constant, and µ denotes the population
mean (unknown)



Statistical “Proof by contradiction”

Ideas:

• Assume that a hypothesis (the null hypothesis) is true

• We ask ourselves, what is the probability that we’ll see a
dataset as contradictory as (or more contradictory than) the
current one?

• That probability is referred to as the p-value (also called
observed significance level) of the test

• If the p-value is less than a predetermined threshold (called
significant level, often denoted by α), then we reject the null
hypothesis

Note: ”contradictory” is a relative concept and is reflected through
the alternative hypothesis



z-test

• Given a random sample of size n from a distribution with
mean µ (unknown) and either
• the distribution is normal and population standard deviation σ

is known, or
• sample size n > 40

• Assume that the data is collected with the measured sample
mean x̄ and we want to test

H0 : µ = µ0

Ha : µ < µ0



z-test: normal distribution with known σ

• If the null hypothesis µ = µ0 is true, then Xi ∼ N(µ0, σ
2)

• A sample would be more contradictory to the null hypothesis
than the current sample we have if

X̄ ≤ x̄ or
X̄ − µ0

σ/
√
n
≤ x̄ − µ0

σ/
√
n

• Thus, the p-value in this case is

P

[
Z ≤ x̄ − µ0

σ/
√
n

]
= Φ

(
x̄ − µ0

σ/
√
n

)



P-values for z-tests



Practice problem

Problem
The target thickness for silicon wafers used in a certain type of
integrated circuit is 245 µm. A sample of 50 wafers is obtained
and the thickness of each one is determined, resulting in a sample
mean thickness of 246.18 µm and a sample standard deviation of
3.60 µm.
At signififcant level α = 0.01, does this data suggest that true
average wafer thickness is something other than the target value?



Φ(z)



P-values for z-tests



Practice problem

Problem
The target thickness for silicon wafers used in a certain type of
integrated circuit is 245 µm. A sample of 50 wafers is obtained
and the thickness of each one is determined, resulting in a sample
mean thickness of 246.18 µm and a sample standard deviation of
3.60 µm.
Does this data suggest that true average wafer thickness is larger
than the target value? Carry out a test of significance at level .01
and provide the corresponding P-value.



Interpreting P-values

A P-value:

• is not the probability that H0 is true

• is not the probability of rejecting H0

• is the probability, calculated assuming that H0 is true, of
obtaining a test statistic value at least as contradictory to the
null hypothesis as the value that actually resulted



Problem 1



Two-sample inference: example

Example

Let µ1 and µ2 denote true average decrease in cholesterol for two
drugs. From two independent samples X1,X2, . . . ,Xm and
Y1,Y2, . . . ,Yn, we want to test:

H0 : µ1 = µ2

Ha : µ1 6= µ2



Settings

Assumption

1. X1,X2, . . . ,Xm is a random sample from a population with
mean µ1 and variance σ2

1.

2. Y1,Y2, . . . ,Yn is a random sample from a population with
mean µ2 and variance σ2

2.

3. The X and Y samples are independent of each other.



Analysis

Problem
Assume that

• X1,X2, . . . ,Xm is a random sample from a population with
mean µ1 and variance σ2

1.

• Y1,Y2, . . . ,Yn is a random sample from a population with
mean µ2 and variance σ2

2.

• The X and Y samples are independent of each other.

Compute (in terms of µ1, µ2, σ1, σ2,m, n)

(a) E [X̄ − Ȳ ]

(b) Var [X̄ − Ȳ ] and σX̄−Ȳ



Properties of X̄ − Ȳ

Proposition



Confidence intervals
Assume further that the distributions of X and Y are normal and
σ1, σ2 are known:

Problem

(a) What is the distribution of

(X̄ − Ȳ )− (µ1 − µ2)√
σ2

1
m +

σ2
2
n

(b) Compute

P

−1.96 ≤ (X̄ − Ȳ )− (µ1 − µ2)√
σ2

1
m +

σ2
2
n

≤ 1.96


(c) Construct a 95% CI for µ1 − µ2 (in terms of x̄ , ȳ , m, n, σ1,

σ2).



Confidence intervals



Testing the difference between two population means

• Setting: independent normal random samples X1,X2, . . . ,Xm

and Y1,Y2, . . . ,Yn with known values of σ1 and σ2. Constant
∆0.

• Null hypothesis:
H0 : µ1 − µ2 = ∆0

• Alternative hypothesis:

(a) Ha : µ1 − µ2 > ∆0

(b) Ha : µ1 − µ2 < ∆0

(c) Ha : µ1 − µ2 6= ∆0

• When ∆ = 0, the test (c) becomes

H0 : µ1 = µ2

Ha : µ1 6= µ2



Testing the difference between two population means

Assume that we want to test the null hypothesis H0 : µ1−µ2 = ∆0

against each of the following alternative hypothesis

(a) Ha : µ1 − µ2 > ∆0

(b) Ha : µ1 − µ2 < ∆0

(c) Ha : µ1 − µ2 6= ∆0

We use the test statistic:

z =
(x̄ − ȳ)− (µ1 − µ2)√

σ2
1
m +

σ2
2
n

.

and derive the p-value in the same way as the one-sample tests.



Practice problem

Each student in a class of 21 responded to a questionnaire that
requested their GPA and the number of hours each week that they
studied. For those who studied less than 10 h/week the GPAs were

2.80, 3.40, 4.00, 3.60, 2.00, 3.00, 3.47, 2.80, 2.60, 2.00

and for those who studied at least 10 h/week the GPAs were

3.00, 3.00, 2.20, 2.40, 4.00, 2.96, 3.41, 3.27, 3.80, 3.10, 2.50

Assume that the distribution of GPA for each group is normal and
both distributions have standard deviation σ1 = σ2 = 0.6. Treating
the two samples as random, is there evidence that true average
GPA differs for the two study times? Carry out a test of
significance at level .05.



Solution



Solution


