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Review



Announcements

• Final exam: next Monday (12/13) at 3:30pm.

• Closed-book. You are allowed to bring a one-sided
hand-written A4-sized note to the exam.

• You can use calculators (and you should have one).

• Course evaluation



Expected value: discrete variables

Definition
Given a discrete random variable X which takes values in the set D
and which has probability distribution P, we define the expected
value of X as

E[X ] =
∑
x∈D

xP(X = x)

This is sometimes written EP [X ], to clarify which distribution one
has in mind.



Expected value: continuous variables

Definition
Given a discrete random variable X which takes values in the set D
and which has probability density function p(x), we define the
expected value of X as

E[X ] =

∫
D
xp(x) dx

This is sometimes written EP [X ], to clarify which distribution one
has in mind.



Mean and variance

Definition

• The mean or expected value of a random variable X is

E[X ]

• The variance of a random variable X is

var [X ] = E[(X − E[X ])2] = E[X 2]− (E[X ])2

• The standard deviation of a random variable X is defined as

std(X ) =
√
var(X )



Expected value: discrete variables

Definition
Assume we have a function f that maps a discrete random variable
X into a set of numbers Df . Then f(X) is a discrete random
variable, too, which we write F . The expected value of this
random variable is written

E[f (X )] =
∑
x∈D

f (x)P(X = x)

which is sometimes referred to as “the expectation of f ”. The
process of computing an expected value is sometimes referred to as
“taking expectations”.
This is sometimes written E[f ], or EP [f ] or EP(X )[f ].



Expected value: continuous variables

Definition
Assume we have a function f that maps a discrete random variable
X into a set of numbers Df . Then f(X) is a continuous random
variable, too, which we write F . The expected value of this
random variable is written

E[f (X )] =

∫
D
f (x)p(x) dx

which is sometimes referred to as “the expectation of f ”. The
process of computing an expected value is sometimes referred to as
“taking expectations”.
This is sometimes written E[f ], or EP [f ] or EP(X )[f ].



Linear combination of random variables

Theorem
Let X1,X2, . . . ,Xn be independent random variables (with possibly
different means and/or variances). Define

T = a1X1 + a2X2 + . . .+ anXn

then the mean and the standard deviation of T can be computed
by

• E (T ) = a1E (X1) + a2E (X2) + . . .+ anE (Xn)

• Var(T ) = a21Var(X1) + a22Var(X2) + . . .+ a2nVar(Xn)



Linear combination of normal random variables

Theorem
Let X1,X2, . . . ,Xn be independent normal random variables (with
possibly different means and/or variances). Then

T = a1X1 + a2X2 + . . . anXn

also follows the normal distribution with

• E (T ) = a1E (X1) + a2E (X2) + . . .+ anE (Xn)

• Var(T ) = a21Var(X1) + a22Var(X2) + . . .+ a2nVar(Xn)



Basic properties of probability



Advanced properties of probability

• If A ⊂ B, then P(A) ≤ P(B).

• For any events A,B

P(A) = P(A ∩ B) + P(A ∩ Bc)



Independence

Definition
Two events A and B are independent if and only if

P(A ∩ B) = P(A)P(B)



Conditional probability

Definition
Let P(A) > 0, the conditional probability of B given A, denoted by
P(B|A), is

P(B|A) =
P(B ∩ A)

P(A)



Properties of Conditional probability

• Law of multiplication

P(B ∩ A) = P(B|A)P(A)

• Bayes’ rule

P(B|A) =
P(A|B)P(B)

P(A)

• Law of total probability

P(A) = P(A|B)P(B) + P(A|Bc)P(Bc)



Correlation coefficient



Correlation coefficient: properties



Using correlation to predict



Test about a population mean

• Null hypothesis
H0 : µ = µ0

• The alternative hypothesis will be either:
• Ha : µ > µ0

• Ha : µ < µ0

• Ha : µ 6= µ0

Note: µ0 here denotes a constant, and µ denotes the population
mean (unknown)
We use the test statistic:

z =
x̄ − µ0
σ/
√
n
.



P-values for z-tests



Practice problem

Problem
The target thickness for silicon wafers used in a certain type of
integrated circuit is 245 µm. A sample of 50 wafers is obtained
and the thickness of each one is determined, resulting in a sample
mean thickness of 246.18 µm and a sample standard deviation of
3.60 µm.
At significant level α = 0.01, does this data suggest that true
average wafer thickness is something other than the target value?



P-values for z-tests



Testing the difference between two population means

Assume that we want to test the null hypothesis H0 : µ1−µ2 = ∆0

against each of the following alternative hypothesis

(a) Ha : µ1 − µ2 > ∆0

(b) Ha : µ1 − µ2 < ∆0

(c) Ha : µ1 − µ2 6= ∆0

We use the test statistic:

z =
(x̄ − ȳ)−∆0√

σ2
1
m +

σ2
2
n

.

and derive the p-value in the same way as the one-sample tests.


