
MATH 205: Statistical methods

Lecture 8: Basic properties of probability



Announcements

• Homework 1 due this Friday, before lecture

• Quiz 1 this Wednesday (next lecture). Cover materials of
Lecture 1–6.



Topics

• Sample space and events

• Basic properties of probability

• Advanced properties of probability
• Compute probability

• Computing event probabilities by counting outcomes
• Computing probabilities by reasoning about sets



Sample space and events



Sample space and events: example



Define probability



Different probabilities

• Given an experiment and a sample space, we can define many
different probabilities

• Experiment: tossing a coin, Ω = {H,T}
• If you believe the coin is fair:

P(∅) = 0, P({H}) = 0.5, P({T}) = 0.5, P({H,T}) = 1.

• If you do not, then maybe

P(∅) = 0, P({H}) = 0.7, P({T}) = 0.3, P({H,T}) = 1.



Different views of probability

• Frequentist: The probability of an outcome is the frequency of
that outcome in a very large number of repeated experiments

• Bayesian: Probability is a quantification of a belief about how
often an outcomes occurs



Some fundamental questions

Probability is a function defined on the set of events of an
experiment

1. What conditions should we impose to define probability?

2. How should we adapt probability model with new information?



Basic set operators



What conditions should we impose to define probability?



Basic properties of probability



Advanced properties of probability



Others

Problem
If A ⊂ B, then P(A) ≤ P(B).



Others

Problem
For any events A,B

P(A) = P(A ∩ B) + P(A ∩ Bc)


