
MATH 205: Statistical methods

Lecture 11: Independence



Tentative schedule



Chapter 3: Basic ideas in probability

• Experiments ,outcomes, events, and probability.

• Independence

• Conditional probability



Independence



Independence

• Some experimental results do not affect others

• Example: if I flip a coin twice, whether I get heads on the first
flip has no effect on whether I get heads on the second flip

• We refer to events with this property as independent.



Independence

Definition
Two events A and B are independent if and only if

P(A ∩ B) = P(A)P(B)



Dependent events: example

Toss a fair dice:

• A: the event that the die comes up with an odd number of
spots

• B: the event that the number of spots is larger than 3.

• P(A) = P(B) = 1/2

• If we know that A has occurred, then we know the die shows
either 1, 3, or 5 spots. One of these outcomes belongs to B,
and two do not. P(A ∩ B) = 1/6.

• This means that knowing that A has occurred tells you
something about whether B has occurred.

→ These events are interrelated.



Independence: example



Independence

Problem
Prove that if A and B are independent, then A and Bc are
independent as well.



Independence

Problem
Prove that if A and B are mutually exclusive events, and
P(A) > 0,P(B) > 0, then they are dependent.



Independence

Problem
If P(A) = 0.5, P(B) = 0.2 and P(A ∪ B) = 0.65. Are A and B
independent?



Independence

Problem
I search a DNA database with a sample. Each time I attempt to
match this sample to an entry in the database, there is a
probability of an accidental chance match of 10−4. Chance
matches are independent. There are 20,000 people in the database.
What is the probability I get at least one match, purely by chance?


