
MATH 205: Statistical methods

Lecture 23: Distribution of the sample mean



Reminder: Midterm-Written (Friday)

• Closed book.

• Can use calculator.

• Can bring a A4-sized hand-written one-sided note to the exam.



Chapter 6: Samples and Populations

6.1 The Sample Mean

6.2 Confidence Intervals



Distributions are like populations

• we can think about population as a probability distribution P

• the samples are random variables X generated from P

• from the observed values of the samples, we want to infer
properties about P



Random sample

Definition
The random variables X1,X2, ...,Xn are said to form a (simple)
random sample of size n if

1. the Xi ’s are independent random variables

2. every Xi has the same probability distribution



The sample mean is an estimate of the population mean

Definition
Let X1,X2, ...,Xn be a random sample from a distribution. The
sample mean is defined as

X̄ =
X1 + X2 + . . .+ Xn

n

Questions:

• What can we say about the distribution of X̄?

• When can we use X̄ to estimate the population mean with
confidence?



Reminder: notations

• Let X1,X2, . . . ,Xn be a random sample of size n

• The sample mean of X1,X2, . . . ,Xn, defined by

X̄ =
X1 + X2 + . . .Xn

n
,

is a random variables

• When the values of x1, x2, . . . , xn are collected,

x̄ =
x1 + x2 + . . . xn

n
,

is a realization of the X̄ , and is a number



Mean and variance of the sample mean

Theorem
Given independent random samples X1,X2, ...,Xn from a
distribution with mean µ and standard deviation σ, the mean is
modeled by a random variable X̄ ,

X̄ =
X1 + X2 + . . .+ Xn

n

Then
E [X̄ ] = µ

and

Var(X̄ ) =
σ2

n



Law of large numbers
Let X1,X2, . . . ,Xn be a random sample from a distribution with
mean µ and variance σ2. Then

X̄ → µ

as n approaches infinity



The Central Limit Theorem

Theorem
Let X1,X2, . . . ,Xn be a random sample from a distribution with
mean µ and variance σ2. Then, in the limit when n→∞, the X̄
follows normal distribution.
Recall that

E [X̄ ] = µ, σX̄ =
σ√
n
,

this means we have
X̄ − µ
σ/
√
n

follows the standard normal distribution.

Rule of Thumb:

If n > 30, the Central Limit Theorem can be used for computation.



Example

Problem
Let X1,X2, . . . ,X64 be a random sample from a distribution with
population mean µ = 1 and standard deviation σ = 2.
Let X̄ be the sample mean

X̄ =
X1 + X2 + . . .+ X64

64

Compute P[X̄ ≤ 1.49]



Φ(z)



Example

Problem
When a batch of a certain chemical product is prepared, the
amount of a particular impurity in the batch is a random variable
with mean value 4.0 g and standard deviation 1.5 g.

If 50 batches are independently prepared, what is the
(approximate) probability that the sample average amount of
impurity is between 3.5 and 3.8 g?



Midterm review



Chapter 1& 2: Describing datasets

• Summarizing univariate data
• mean
• median
• standard deviation and variance
• interquartile range

• Correlation
• Standard coordinates
• Using correlation to predict



Chapter 3: Basic ideas in probability

3.1 Sample space, events

3.2 Probability

3.3 Independence

3.4 Conditional probability



Chapter 4: Random variables and expectations

4.1 Random variables and probability distribution
• Discrete
• Continuous
• Joint and marginal distributions
• Independent variables

4.2 Expectations
• Mean
• Variance
• Covariance



Chapter 5 & Chapter 6

• Working with normal random variables

• Linear combinations of random variables

• Distribution of the sample mean


