
MATH 205: Statistical methods

Lecture 28: Confidence intervals – notes



Confidence intervals for a population mean

• Normal distribution with known σ (Lecture 24–25)
• Normal distribution
• σ is known

• Large-sample confidence intervals (Lecture 26)
• Normal distribution
→ use Central Limit Theorem → needs n > 30

• σ is known
→ replace σ by s → needs n > 40

• Intervals based on normal distributions (this lecture)
• Normal distribution
• σ is known

→ Introducing t-distribution



100(1− α)% confidence interval



100(1− α)% confidence interval

If after observing X1 = x1, X2 = x2,. . . , Xn = xn (n > 40), we
compute the observed sample mean x̄ and sample standard
deviation s. Then (
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α→ t



Confidence intervals



Example 1

Example

Let X be the amount of butterfat in pounds produced by a typical
cow during a 305-day milk production period between her first and
second calves. Assume that the distribution of X is N(µ, σ2). To
estimate µ, a farmer measured the butterfat production for n = 20
cows and obtained the following data:

481 537 513 583 453 510 570 500 457 555

618 327 350 643 499 421 505 637 599 392

• Construct a 90% confidence interval for µ.

• Find a 90% one-sided confidence interval that provides an
upper bound for µ.



α→ t



Example 2

Example

Here is a sample of ACT scores for students taking college
freshman calculus:

Assume that ACT scores are normally distributed, calculate a
two-sided 95% confidence interval for the population mean.


