
MATH 205: Statistical methods

Lecture 35: Linear regression



Announcements

• Final exam:

12/15/2022, Thursday
3:30PM - 5:30PM

Gore Hall Room 304

• Plan for the rest of the semester
• Linear regression
• Review of materials + Practice exam

• There will be no lab next week

• Course evaluations will be available 12/01 through 12/08



Linear regression: Using correlation to predict



Linear regression



Linear regression



Why do we do regression?

• Regression to Make Predictions
→ You already knew how to do this!

• Regression to Spot Trends → Are you sure that β1 > 0?



Linear regression: settings

Assumption

1. x1, x2, . . . , xn are fixed design points (non-random)

2. Linear model:
Yi = β0 + β1xi + εi

where ε1, ε2, . . . , εn are random sample from N (0, σ2)

3. Let assume (for now), that σ is known

We want to make inferences about the trend, so β1 is important



Estimate β1

The true value of β1 will be estimated by

β̂1 =

∑
(xi − x̄)(Yi − Ȳ )∑

(xi − x̄)2

We first note that∑
(xi − x̄)Ȳ = Ȳ ·

∑
xi − x̄ = 0

We can write β̂1 as

β̂1 =

∑
(xi − x̄)Yi∑
(xi − x̄)2

thus β̂1 is a linear combination of independent normal random
variables



Problem

We have

β̂1 =

∑
(xi − x̄)(Yi − Ȳ )∑

(xi − x̄)2
=

∑
(xi − x̄)Yi∑
(xi − x̄)2

where
Yi = β0 + β1xi + εi , εi ∼ N (0, σ2)

thus β̂1 is a linear combination of independent normal random
variables Yi .
Tasks:

• What are E [Yi ] and Var(Yi ) in terms of xi , β0 and β1?

• What are E [Ȳ ] in terms of x̄ , β0 and β1?

• What are E [β̂1] and Var [β̂1] in terms of β0, β1 and xi ’s.


