
MATH 205: Statistical methods

Lecture 36: Review



Announcements

• Final exam:

12/15/2022, Thursday
3:30PM - 5:30PM

Gore Hall Room 304

• Closed-book. You are allowed to bring a one-sided
hand-written A4-sized note to the exam.

• You can use calculators (and you should have one).

• Course evaluations will be available 12/01 through 12/08



Last lecture

We have

β̂1 =

∑
(xi − x̄)(Yi − Ȳ )∑

(xi − x̄)2
=

∑
(xi − x̄)Yi∑
(xi − x̄)2

where
Yi = β0 + β1xi + εi , εi ∼ N (0, σ2)

thus β̂1 is a linear combination of independent normal random
variables Yi .
Tasks:

• What are E [Yi ] and Var(Yi ) in terms of xi , β0 and β1?

• What are E [Ȳ ] in terms of x̄ , β0 and β1?

• What are E [β̂1] and Var [β̂1] in terms of β0, β1 and xi ’s.



Linear regression: σ is known

Problem
We have

β̂ − β1
σ/
√
Sxx

follows standard normal distribution, where

Sxx =
n∑

i=1

(xi − x̄)2

Use this to construct a 95% confidence interval of β1.



Confidence interval for β1: σ is known

Recalling that

Sxx =
n∑

i=1

(xi − x̄)2

and

β̂1 =

∑
(xi − x̄)(Yi − Ȳ )∑

(xi − x̄)2

A 100(1− α)% confidence interval for the slope β1 of the true
regression line is(

β̂1 − zα/2
σ√
Sxx

, β̂1 + zα/2
σ√
Sxx

)



Confidence interval for β1: σ is known

A 100(1− α)% confidence upper bound for the slope β1 of the
true regression line is (

−∞, β̂1 + zα
σ√
Sxx

)



Testing about the slope β1

• Null hypothesis
H0 : β1 = ∆

where ∆ is a constant.
• The alternative hypothesis will be either:

• Ha : β1 > ∆
• Ha : β1 < ∆
• Ha : β1 6= ∆



How do we do testing?

• Let’s assume that the null hypothesis is correct
→ this means β1 = ∆

• This implies that
β̂1 −∆

σ/
√
Sxx

follows standard normal distribution.

• Note that this z − value is something we can compute from
data

• This means, depending on the alternative hypothesis, we can
quantify the p-value associated with this z − value

• Comparing this p-value with significance level → complete
testing procedure



Example
Based on the average SAT score of entering freshmen at a
university, can we predict the percentage of those freshmen who
will get a degree there within 6 years? A random sample of 20
universities is obtained:



Example

→ It seems that a linear model is appropriate.



Example

Problem
Assume that σ is known to be 15, and the computed summary
from the dataset is

β̂1 = 0.08855; Sxx = 704125; n = 20

• Construct a 95% confidence interval of the slope of the true
regression line β1

• Conduct a test of hypothesis

H0 : β1 = 0

Ha : β1 6= 0



General case: σ is unknown



Linear regression: σ is unknown



Testing about the slope β1: example

H0 : β1 = 0.02

Ha : β1 < 0.02



Chapter 1& 2: Describing datasets

• Summarizing univariate data
• mean
• median
• standard deviation and variance
• interquartile range

• Correlation
• Standard coordinates
• Using correlation to predict



Chapter 3: Basic ideas in probability

3.1 Sample space, events

3.2 Probability

3.3 Independence

3.4 Conditional probability



Chapter 4: Random variables and expectations

4.1 Random variables and probability distribution
• Discrete
• Continuous
• Joint and marginal distributions
• Independent variables

4.2 Expectations
• Mean
• Variance
• Covariance



Chapter 5 & 6: Useful distributions and the sample mean

• Working with normal random variables

• Linear combinations of random variables
• Distribution of the sample mean

• law of large numbers
• central limit theorem



Confidence intervals

• Construct confidence intervals for
• the population mean
• the difference between two population means

• Confidence intervals and confidence bounds



Hypothesis testings

• Hypothesis testings for
• the population mean
• the difference between two population means

• What you need to be able to do
• Write down a complete testing procedure
• Compute p-value

• Common mistakes
• Forget to state (or intentionally avoid stating) the null and the

alternative hypothesis: no partial credit if your solution
contains mistake

• Pick the wrong alternative hypothesis: lose some significant
point, but the rest of the partial credits are given

• Wrong p-value
• Wrong/missing conclusion


