
Mathematical techniques in data science

Lecture 10: Boosting

(Lecture 10: Boosting) Mathematical techniques in data science 1 / 41



Mathematical techniques in data sciences

A short introduction to statistical learning theory

Tree-based methods — boosting and bootstrapping

SVM – the kernel trick

Linear regression – regularization and feature selection
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Decision trees
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Tree-based methods

Partition the feature space into a set of rectangles

Fit a simple model (e.g. a constant) in each rectangle

Conceptually simple yet powerful
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Tree-based methods

Advantages:

Often mimics human decision-making process (e.g. doctor examining
patient).
Very easy to explain and interpret.
Can handle both regression and classification problems.

Disadvantage: Basic implementation is generally not competitive
compared to other methods.

However, by aggregating many decision trees and using other
variants, one can improve the performance significantly.

Such techniques may lead to state-of-the-art models. However, in
doing so, one loses the easy interpretability of decision trees.
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Decision trees
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How to grow a decision tree?
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How to grow a decision tree?
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Stoping and pruning
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Stoping and pruning
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Classification trees
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Classification trees
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Examples
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Lab

Build a decision tree classifer on the Iris dataset

Question: Should we use Gini index vs Entropy for the splitting
criteria?
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Bootstrapping, bagging, random forests
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Sampling with replacement
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Bootstrap
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Bagging

(Lecture 10: Boosting) Mathematical techniques in data science 18 / 41



Bagging
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Random forests
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Random forests
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Advantages

accurate and robust

difficult to interpret compared to a decision tree

does not suffer from the overfitting problem

usually have built-in relative feature importance
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Disadvantages

slow in generating predictions because it has multiple decision trees

difficult to interpret compared to a decision tree
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Demo: Random forests

use the California housing dataset

fit a decision tree

fit a random forest

investigate feature importance
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Boosting
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Convexification of the hypothesis space
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Moving out of the hypothesis space
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Adaboost
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Adaboost
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Adaboost
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Adaboost
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Adaboost
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Adaboost
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Gradient boosting: history
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Gradient boosting
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Gradient descent
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Gradient boosting

(Lecture 10: Boosting) Mathematical techniques in data science 37 / 41



Gradient boosting
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Gradient boosting
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Gradient boosting
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Gradient boosting
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