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Abstract

Set inversion is a classical problem in control theory that has many vital applications in various fields of science and engineering. The state-of-the-art method for solving this problem, Set Inverter Via Interval Analysis (SIVIA), usually does not work well in high dimensions and often fails to recover sets with complicated structures. In this work, we propose a new approach to the problem of set inversion, which employs techniques from machine learning to resolve these issues. Our algorithm can handle problems in high dimensions and achieve the same level of accuracy with fewer data points compared to SIVIA. We illustrate the performance of our method in various simulation studies and apply it to investigate the dynamics of the 17th-century plague in Eyam village, England.
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1. Introduction

In many problems in science and engineering, it is often necessary to find the subset of the state space (parameter space) that satisfies specific desired properties. For example, when an acute inflammatory response to an infection is triggered, the initial amount of pathogens and anti-inflammatory mediators are essential to
the survival of the tissue. Therefore, it is crucial to know the combinations of these two parameters that lead to a potentially lethal amount of tissue damage [1]. Such questions can be framed as a problem of set inversion, in which we want to find the pre-image $V = F^{-1}(U)$ for a set $U \in \mathbb{R}^t$ (which characterizes the desired properties) and a smooth function $F$ (which describes the model) mapping the state space $\Omega \in \mathbb{R}^s$ to $\mathbb{R}^t$.

During the past decades, much effort has been made to develop methods for the set inversion problem. One primary direction is to rely on expert’s knowledge about the geometric structure of the pre-image, which works well for the cases where $V$ has a simple shape such as ellipsoids [2, 3], paralleloptopes, or zonotopes [4]. When the pre-image has complicated geometry, Set Inverter Via Interval Analysis (SIVIA) proposed by Jaulin and Walter [5] is the most popular method. SIVIA approximates the pre-image by enclosing it between internal and external unions of boxes. However, the computational cost of this method increases exponentially concerning the dimension of the state space because the number of required boxes for covering a high dimensional pre-image is massive.

In the short version of this paper [6], we demonstrate that SIVIA fails when the dimension of the state space is 5 or higher, even when the shape of the pre-image is simple. To resolve this issue, we introduce a new machine learning-based framework, OASIS, which recasts set inversion as a problem of classifying the state space into two sets: the inside and the outside of the pre-image. OASIS uses an active learning mechanism to choose a sequence of informative samples and employ the Support Vector Machine (SVM) algorithm to construct the boundary of $V$. We show that this method achieves the same level of accuracy with fewer data points compared to SIVIA and inherits two important qualities from SVM:
working well with high dimension and having fast prediction times.

In this paper, we generalize OASIS to make it applicable to a wide range of classification methods and investigate the impact of such methods to OASIS. In particular, we consider four popular classification methods: SVM [7], \(k\)-nearest neighbors (KNN) [8], random forest (RF) [9], and multilayer perceptron (MLP) [10]. Also, our algorithm initializes the learning process using an “exploration” component that queries examples according to a random/near-random strategy (uniform sampling, Latin hypercube (LHS) [11], or Sobol sequences [12]). The simulation results show that our method works well for high dimensional problems which SIVIA cannot handle, and is slightly better at prediction compared to SIVIA for low dimensional problems. All combinations of classifiers and sampling methods have high prediction accuracy, but SVM and MLP perform better than the other two methods. Most notably, MLP can capture the shape of the boundary of the pre-image well while SVM achieves the highest prediction accuracy for high dimensional problems. Finally, we apply our proposed method to study the dynamics of the 17th-century plague in Eyam, an English village in the Derbyshire Dales District, United Kingdom. The source codes of our simulations and analysis are available online \(^1\).

2. An active learning framework for set inversion

Nowadays, machine learning finds many real life applications including extracting brain tissues from high-resolution magnetic resonance images [13], human identification using eye movement [14], handwritten characters recognition

\(^{1}https://github.com/BinhMisfit/active-learning-set-inversion
[15], automatic music generation [16], named entity recognition task from tweet streams [17], predicting employment [18], and food recognition [19]. In this section, we describe how to utilize machine learning to solve a set inversion problem. Recall that set inversion is a problem of finding the pre-image $V = F^{-1}(U)$ when directly computing $F^{-1}$ is infeasible.

The main idea is to label a point in the state space as 1 if it is inside of the pre-image $V$ and $-1$ otherwise. Then, finding $V$ can be formulated as constructing the decision boundary of a classification problem. Specifically, we assume that for any $x \in \mathcal{X}$, we can evaluate the forward function $F$ and check whether $F(x)$ belongs to the target set $U$. Our task is to approximate the following classifier

$$
\phi(x) = \begin{cases} 
1 & \text{if } F(x) \in U \\
-1 & \text{if } F(x) \notin U
\end{cases}
$$

using supervised learning methods.

In many practical applications, evaluating the forward function can be costly and time-consuming. To remedy this problem, we incorporate an active learning module into the algorithm to reduce the number of function evaluations. Our active learning procedure aggressively looks for informative samples for requesting labels. The algorithm avoids overfitting by using an “exploration” component that queries samples according to a random/near-random strategy to initialize the learning process. It is worth noticing that for set inversion problems, the evaluations of the forward functions are usually assumed to have no error. Therefore, the labels in our framework are always correct, which is an ideal scenario for an aggressive active learning scheme [20]. Even when there are errors in evaluating the forward function, our “exploration” component acts as a safety net for this situation.
Our general active learning framework for set inversion can be described as follows:

**Algorithm 2.1.**

1. **Exploration:**
   - Select a sequence of points \( \{x_1, \ldots, x_k\} \) based on a random/near-random sampling scheme and obtain the corresponding labels \( \{y_1, \ldots, y_k\} \).
   - Construct a classifier \( \psi(x) \) that perfectly separates the initial data according to their labels.

2. **Active learning:** Repeat the following steps until reaching the desired size of the training set:
   - Generate a random starting point \( x_0 \) on the state space \( \Omega \) according to the uniform distribution.
   - Find the nearest point \( x^* \) to \( x_0 \) on the decision boundary \( \partial \psi \) by solving the following optimization problem:
     \[
     \text{Minimize } \|x - x_0\|_2.
     \]
     \[
     \text{Subject to } \quad x \in \partial \psi
     \]
     \[
     \text{(2)}
     \]
   - Query the label of \( x^* \) and add \( x^* \) (with its corresponding label) to the training set.
   - Update \( \psi \) using the new training set.
Here, the boundary \( \partial \psi \) is determined as the curve which consists of all points in the state space \( \Omega \) such that the predicted probability of the classifier at these points is equal to 0.5. Similar to OASIS, we use Sequential Quadratic Programming [21] to solve the optimization problem (2).

Depending on the classification method used in the algorithm, one can calibrate the corresponding hyper-parameters to reduce the empirical classification to zero. For example, OASIS tunes the parameter \( \gamma \), the coefficient of the Radial Basis Function (RBF) kernel of SVM, so that the current training set are separated according to their labels. This step is done by starting with small values of \( \gamma \) and keep increasing it until the empirical classification error is smaller than a given threshold.

3. Numerical results

In this section, we examine the performance of our algorithm with a variety of sampling schemes (uniform sampling, Latin hypercube, Sobol sequences) and classification methods (SVM, KNN, RF, NN). The configuration of each classifier can be described as follows:

- **SVM**: We use the standard SVM algorithm with the RBF kernel. The value of the kernel coefficient \( \gamma \) is selected in the set:
  \[
  \left\{ \frac{1}{d}, \frac{1}{d\sigma}, 0.01, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 6, 7, 8, 9, 10, 15, 20, 50, 100, 200 \right\}
  \]
  where \( d \) is the dimension of the problem and \( \sigma \) is the sample standard error of the training points.

- **KNN**: The number of nearest neighbours of the algorithm is chosen in the
set \( \{\sqrt{N}, 5, 7, 10, 12, 15, 18, 20\} \) where \( N \) is the number of sampled points in the training dataset.

- **MLP:** We build a multi-layer perceptron classifier with the rectified linear unit (ReLU) activation function \([22]\) with one input layer, two fully connected hidden layers, and an output layer. The number of nodes in two hidden layers are the same, which can be selected in the set \( \{2, 5, 10, 15, 20\} \).

- **RF:** The random forest model is constructed by choosing the number of trees in the set \( \{5, 10, 15, 20, 25, 30, 35, 40, 45, 50\} \).

We compare the performance of our methods with SIVIA, the state-of-the-art algorithm for set inversion. This algorithm is implemented in VSIVIA \(^2\) \([23]\), a vector implementation of SIVIA in MATLAB. VSIVIA can optimize the algorithm and mitigate the recursion of a large number of loops as well as function calls, therefore reduce computational time compared to the original algorithm.

In our simulations, we consider three distinct basic two-dimensional shapes (circle, doughnut, and ring) and spheres in higher dimensions (up to 8) for the pre-image \( V \). Furthermore, we demonstrate the applicability of our approach to the prevalent predator-prey problem. All experiments are performed on a computer with Intel(R) Core(TM) i9-7900X CPU, running at 3.6GHz with 128GB of RAM.

### 3.1. Simulations

We consider the set inversion problem in several dimensions (from 2–8). For two dimensions, we define two forward functions

\[
F_1(x, y) = x^2 + y^2 \quad \text{and} \quad F_2(x, y) = x^2 + y^2 + xy
\]

\(^2\)https://www.researchgate.net/publication/320623805_VSIVIA_V01
to describe the following set inversion problems:

\[ V_{\text{circle}} = F_1^{-1}(0, 2) = \{(x, y) \in \Omega_{2D} | x^2 + y^2 \leq 2\} \]
\[ V_{\text{ring}} = F_1^{-1}(1, 2) = \{(x, y) \in \Omega_{2D} | 1 \leq x^2 + y^2 \leq 2\} \]
\[ V_{\text{doughnut}} = F_2^{-1}(1, 2) = \{(x, y) \in \Omega_{2D} | 1 \leq x^2 + y^2 + xy \leq 2\} \]

(3)

where \( \Omega_{2D} = [-3, 3] \times [-3, 3] \) is the state space.

In all scenarios, our algorithm queries 100 initial points, then uses active learning to query 400 additional points. To assess the accuracy, we construct an evenly spaced grid of 601 points on each dimension and use them as the testing set. The accuracy is calculated by the fraction of correctly predicted points by the returned classifier on a testing set.

For higher dimensions, we consider problems where the pre-images are spheres. Specifically, the pre-images are defined as follows:

\[ V_{3D} = \{(x, y, z) \in \Omega_{3D} | x^2 + y^2 + z^2 \leq 0.5\} \]
\[ V_{kD} = \{(x_1, x_2, \ldots, x_k) \in \Omega_{kD} | \sum_{i=1}^{k} x_i^2 \leq 0.25\} \quad k = 4, 5, 6, 7, 8 \]

where

\[ \Omega_{3D} = [-1.5, 1.5] \times [-1.5, 1.5] \times [-1.5, 1.5] \]
\[ \Omega_{4D} = [-1, 1] \times [-1, 1] \times [-1, 1] \times [-1, 1] \]
\[ \Omega_{kD} = [-0.6, 0.6]^k, \quad k = 5, 6, 7, 8. \]

Again, we construct an evenly spaced grid of points and use them as the test set.
3.2. Comparing across various sampling and classification methods

The prediction accuracy of our methods is visualized in Figure 1. These experimental results suggest that there is little difference in the performances of different sampling methods. This is somewhat expected since both Latin hypercube and Sobol sequence are near-random schemes that mimic the behavior of the uniform distribution and should have the same efficiency in exploring the state space of the problems. Regarding classification methods, KNN clearly performs worse than the other three methods. On the other hand, SVM and MLP do well across all problems. MLP is the best methods in two-dimensional cases while SVM achieves the highest prediction accuracy when the dimension of the problem is 3 and higher.

In Figure 2, we plot the constructed pre-images $V_{doughnut}$ of the doughnut problem. We can observe that all methods perform reasonably well with a relatively low number of observations. Visually, SVM and MLP do better than KNN and RF in reconstructing the object. Noticeably, MLP seems to be able to capture the geometric structure of the pre-image better than all other methods. This phenomenon can also be observed in all other two-dimensional problems.

3.3. Comparing with VSIVIA

First of all, we note that VSIVIA fails for problems in dimensions five or higher due to being out of memory. This is expected because SIVIA approximates the pre-image by enclosing it between internal and external unions of boxes. As a consequence, the computational cost of the algorithm increases exponentially in high-dimensional problems due to the massive number of boxes required to cover the pre-image effectively. Our algorithm, on the other hand, does not have this issue.
Figure 1: Prediction accuracy of different sampling schemes and classification methods. The colors of the bars correspond to the sampling methods: red corresponds to uniform sampling, green corresponds to low-discrepancy sampling by Sobol sequences and blue corresponds to Latin hypercube sampling.
Figure 2: Doughnut problem: the red dashed line expresses the true boundary of $V_{doughnut}$, while the yellow region is the reconstructed set by our algorithms.

A comparison between our methods and VSIVIA is presented in Figure 3, for which we provide the prediction accuracy, training time, and average prediction time (to construct spheres in 2, 3 and 4 dimensions) of VSIVIA and our two best methods (SVM and MLP). The results show that our approaches are slightly better at prediction compared to VSIVIA. Although the training time of our techniques is longer than VSIVIA, our prediction time per point is noticeably faster. We want to point out that both training time and prediction time of VSIVIA seem to increase very quickly with respect to the dimension of the problem.

In practice, the time to train the classifier is a one-time cost that can be computed offline while the prediction of new data must be done as quickly and as accurately as possible. For example, in computer vision, the training period using deep learning may be allowed to run for weeks, while the prediction must be done
Figure 3: Prediction accuracy, (log) training time and (log) average prediction of classification methods for the problem of reconstructing spheres in 2, 3, and 4 dimensions. The colors of the bars correspond to the classification methods: cyan corresponds to SVM, magenta corresponds to MLP and yellow corresponds to VISIVIA.
in a matter of seconds [13, 24]. Similarly, in the context of control theory, the offline-computed controller for decision-making is embedded into a device with limited memory and computational power [25, 26]. In such cases, our algorithm has the potential to make significant improvements over VSIVIA.

3.4. Predator-prey problem

Predator-prey problem considers the interaction between two different species: one is the predator while another one is the prey. The dynamics of this biological system is often modeled by the Lotka-Volterra equations:
\[
\frac{dx}{dt} = \alpha x - \beta xy \\
\frac{dy}{dt} = \delta xy - \gamma y,
\]

where \(x\) is the population of the prey, \(y\) is the population of the predator, \(\alpha\) is the birth rate of the prey, \(\beta\) is the rate of a predator catching a prey, \(\delta\) is the growth rate of predator due to the interaction with the prey, and \(\gamma\) is the death rate of the predator. Figure 4 visualizes an example of the dynamics of this system with \(x(0) = y(0) = 50, \alpha = 1, \beta = 0.02, \gamma = 1.5, \delta = 0.02\).

In this simulation, we suppose that the initial populations of the predator and the prey are 50, the birth rate of the prey \(\alpha = 1\), and the death rate of the predator \(\gamma = 1\). We want to reconstruct the region of \((\beta, \delta) \in [0.01, 0.1] \times [0.01, 0.1]\) such that the population of the prey is always above 10 during the duration from time 0 to 20.

We use 400 initial points and 400 actively sampled points for all of our methods. The reconstructed pre-images are visualized in Figure 5, and the detailed results are given in Table 1. Again, the result is similar to what we have observed before. MLP is the most accurate method and has quick prediction times, but requires a longer training time compared to others. While SVM still performs well, it fails to recognize an important geometric feature near the edge of the state space. On the other hand, since the ground truth has a smooth boundary, it is expected that KNN and RF cannot capture this feature effectively.
Figure 5: Reconstructed pre-images returned by our methods for the predator-prey problem. The red dashed line expresses the true boundary of $V$, while the yellow region is the reconstructed set by our algorithm.
Table 1: Lotka-Volterra Result.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Training Time (s)</th>
<th>Predicting Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>99.39%</td>
<td>121.63</td>
<td>10.95</td>
</tr>
<tr>
<td>KNN</td>
<td>99.38%</td>
<td><strong>33.88</strong></td>
<td>1.39</td>
</tr>
<tr>
<td>MLP</td>
<td><strong>99.56%</strong></td>
<td>5569.58</td>
<td><strong>0.33</strong></td>
</tr>
<tr>
<td>RF</td>
<td>99.50%</td>
<td>633.61</td>
<td>1.91</td>
</tr>
</tbody>
</table>

4. The 17th-century plague in Eyam

In this section, we apply our proposed method to study the dynamic of the 17th-century plague in Eyam, an English village in the Derbyshire Dales District, United Kingdom. During the epidemic, the villagers decided to isolate themselves from the outside to prevent the spread of the plague. Unfortunately, only 85 people had survived at the end of this outbreak. The total number of deaths over the period from June 18th to October 20th, 1666 can be obtained from the death list [27] (see Figure 6 for the visualization of the data). These data have been analyzed under the Susceptible-Infected-Removed (SIR) model using statistical methods such as the maximum likelihood estimator [27] and the Bayesian approach [28, 29]. Here, we re-analyze this epidemic from the set inversion point of view.

The SIR model divides the population into three groups: Susceptible (S) group includes healthy people, Infected (I) group includes infected people, and Removed (R) group includes people who are either recovered and get full immunity or die. The deterministic SIR model describes the dynamics of these groups during an
Figure 6: The error band illustrates the target set $U = [R_1 - \varepsilon_1, R_1 + \varepsilon_1] \times \cdots \times [R_7 - \varepsilon_7, R_7 + \varepsilon_7]$. The red and the blue curves represent outputs that correspond to values of $(\mathcal{R}_0, \alpha)$ that lie inside and outside the pre-image, respectively.
epidemic by the following system of ordinary differential equations

\[
\begin{align*}
\frac{dS}{dt}(t) &= -\beta S(t)I(t), \\
\frac{dI}{dt}(t) &= \beta S(t)I(t) - \alpha I(t), \quad \text{and} \\
\frac{dR}{dt}(t) &= \alpha I(t),
\end{align*}
\]

where \( \beta > 0 \) is the infection rate and \( \alpha > 0 \) is the removal rate. Note that the total population \( N = S(t) + I(t) + R(t) \) remains constant under this model. An important quantity of an outbreak is the basic reproduction number \( R_0 = \beta N / \alpha \), which indicates whether the outbreak can become an epidemic (\( R_0 > 1 \)) or not (\( R_0 < 1 \)). Similar to [29], we opt to use \( (R_0, \alpha) \) as our parameters instead of \( (\alpha, \beta) \). In this case, the system (4) becomes

\[
\begin{align*}
\frac{dS}{dt}(t) &= -\frac{R_0}{N} S(t)I(t), \\
\frac{dI}{dt}(t) &= \frac{R_0}{N} S(t)I(t) - \alpha I(t), \quad \text{and} \\
\frac{dR}{dt}(t) &= \alpha I(t),
\end{align*}
\]

In practice, it is impossible for the deterministic SIR model to fit the data perfectly. That is, there is no value for \( (R_0, \alpha) \) such that the solution of (5) aligns perfectly with the observations. Hence, we define the set \( V \) of possible values for \( (R_0, \alpha) \) given the number of deaths \( (R_1, R_2, \ldots, R_7) \) at time \( (t_1, t_2, \ldots, t_7) \) as follows:

\[
V = \left\{ (R_0, \alpha) : |R_{R_0, \alpha}(t_i) - R_i| \leq \max \left( 5, \frac{R_i}{10} \right) \right\}
\]

where \( R_{R_0, \alpha}(t_i) \) is R-component of the solution of (5) evaluated at time \( t_i \) with parameter values \( (R_0, \alpha) \) and initial value \( (S_0, I_0, R_0) = (254, 7, 0) \). In other words, if we define the forward function

\[
F(R_0, \alpha) = [R_{R_0, \alpha}(t_1), R_{R_0, \alpha}(t_2), \ldots, R_{R_0, \alpha}(t_7)],
\]
then

\[ V = F^{-1}([R_1 - \varepsilon_1, R_1 + \varepsilon_1] \times \cdots \times [R_7 - \varepsilon_7, R_7 + \varepsilon_7]) \]

where

\[ \varepsilon_i = \max \left( 5, \frac{R_i}{10} \right) \]

for \( i = 1, 2, \ldots, 7 \). That is we allow the SIR model to differ from the data about 10\%. Figure 6 depicts an illustration of the target set \( U \) and examples of points from the inside and the outside of the pre-image.

We apply our proposed method to find the pre-image \( V \) on the state space \( \Omega = [1.5, 2] \times [1.8, 3.7] \). The state space \( \Omega \) is chosen according to the previous study of this data set in [29]. Here, we only use the MLP classifier since it has been demonstrated as the best method for two-dimensional problems. Our method achieves a high prediction accuracy (98.75%) and recovers the shape of the pre-image quite well even though the ground truth has a fairly irregular shape with multiple points of non-differentiability (see Figure 7).

5. Discussions and conclusions

In this work, we have proposed a novel active learning framework for the problem of set inversion and developed an efficient method to solve it. Our simulations show that the proposed method outperforms the current state-of-the-art program VSIVIA in low-dimensional problems, and still works well in high dimensions while VSIVIA fails to do so. The prediction time of our approach is remarkably faster than VSIVIA, which is important in scenarios where prediction needs to be made quickly with limited computational power.

We observe that the performance of the proposed algorithm does not depend strongly on the choice of sampling schemes to initialize the algorithm. On the
Figure 7: Reconstruction of $V$, the set of possible values for $(R_0, \alpha)$ given the number of deaths in the plague of Eyam. The red dashed line expresses the true boundary of $V$, while the yellow region is the reconstructed set by our algorithm.
other hand, MLP and SVM are the better algorithms in prediction among the four classifiers we consider in this paper. The strength of SVM is having fast training time and scaling well with the dimension of the problem, while MLP can capture important geometric features of the pre-image. This provides a guideline on which classifier to choose for a specific problem in practice. For example, when applying our methods to analyze the plague in Eyam, we intentionally pick the MLP classifier because we want to retain the shape of the set of interest.

In terms of practical applicability, our proposed approach can open a new horizon for different applications of set inversion in sciences and engineerings including non-convex optimization problems [30, 31, 32], nonlinear parameter set estimation [33], localization and characterization of stability domains of dynamical systems [34, 35, 36], fault detection and identification [37], set-membership experimental design of biological systems [38], and behaviour discrimination of enzymatic reaction networks [39]. Up until this point, these applications are limited to low dimensional settings and our method provides a solution to address this bottleneck.

We note that our method requires the users to input the state space $\Omega$ manually. The choice of $\Omega$ is very important because if the state space is too large (in comparison to the pre-image), the number of samples required to explore the pre-image might increase significantly. In the future, we want to develop an automatic procedure to choose the state space $\Omega$ in an adaptive manner such that the size of the pre-image is comparable to that of the state space.

Another limitation of our approach is that the forward function can be evaluated without error. However, in a lot of applications in sciences and engineerings, sometimes it might be difficult to check if a specific combination of parameters
belongs to a region of interest due to noisy measurements and model uncertainty. It is an interesting direction for future work to build an algorithm for set inversion that takes into account such uncertainty.

Finally, we have provided a new tool for studying an infectious disease epidemic. The analysis using the dataset of the 17-century plague in Eyam has confirmed the feasibility of this approach. A possible next step is to compare the performance of set inversion with traditional statistical techniques such as Maximum likelihood estimators and Bayesian methods.
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