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Schedule

Week Chapter
1 Chapter 2: Intro to statistical learning
3 Chapter 4: Classification
4 Chapter 9: Support vector machine and kernels
5, 6 Chapter 3: Linear regression
7 Chapter 8: Tree-based methods + Random forest
8
9 Neural networks
12 PCA → Manifold learning
11 Clustering: K-means → Spectral Clustering
10 Bayesian methods + UQ
13 Reinforcement learning/Online learning/Active learning
14 Project presentation
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— It is difficult to make predictions, especially about the future.
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Modelling uncertainties

— Data science is about making predictions in the presence of
uncertainties
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Modelling uncertainties
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Uncertainty quantification
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Frequentist vs. Bayesian
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Example
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Example
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Bayesian analysis
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Bayesian analysis
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Central questions

1 How do we sample from the posterior distribution

P(θ |data) ∝ P(data|θ).P(p)

assuming that we can evaluate P(θ |data) point-wise (up to a
normalizing constant)

2 Consider a quantity of interest y = F (p), how can we compute

EP(θ|data)[F (p)],

and
VarP(θ|data)[F (p)],

and quantify related probabilistic properties of the quantity of
interest?
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Monte Carlo methods
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Monte Carlo methods

If we can sample independent samples X1,X2 . . . ,Xn from

P(θ |data) ∝ P(data|θ).P(p)

then for any function F (θ)

F (X1) + F (X2) + . . .F (Xn)

n
→a.s. EP(θ|data)[F (p)],

as n goes to infinity.
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Uncertainty quantification
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Inverse transform sampling

Let F (x) by the cdf of some 1D distribution

Claim: If U is a uniform random variable on [0, 1], then
F−1(U) has F as its cdf
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Rejection sampling

Ideas:

Suppose we want to sample from a distribution p(x), which is
known up to a proportional constant

If we know another easy-to-sample proposal distribution q(x)
that satisfies

p(x) ≤ Mq(x)

then we can sample from p(x) as follows:

sample x ∼ q(x), and u ∼ U([0, 1]) (the uniform distribution
in [0, 1])
If

u <
p(x)

Mq(x)

then accept the sample
otherwise, reject it
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Rejection sampling

Mathematical techniques in data science



Markov chain Monte Carlo
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MCMC
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Markov chain

Mathematical techniques in data science



Stationarity and transition probabilities
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Example
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Example
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Example
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n-step transitions
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Chapman-Kolmogorov
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Chapman-Kolmogorov
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