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Schedule

Week Chapter
1 Chapter 2: Intro to statistical learning
3 Chapter 4: Classification
4 Chapter 9: Support vector machine and kernels
5, 6 Chapter 3: Linear regression
7 Chapter 8: Tree-based methods + Random forest
8
9 Neural networks
12 PCA → Manifold learning
11 Clustering: K-means → Spectral Clustering
10 Bayesian methods + UQ
13 Reinforcement learning/Online learning/Active learning
14 Project presentation
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Uncertainty quantification
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Bayesian analysis
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Central questions

How do we sample from the posterior distribution

P(θ |data) ∝ P(data|θ).P(θ)

assuming that we can evaluate P(θ |data) point-wise (up to a
normalizing constant)
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Markov chain Monte Carlo
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Markov chains
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Stationary Markov chains
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Transition probabilities

Mathematical techniques in data science



Example
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n-step transitions
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Chapman-Kolmogorov
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Chapman-Kolmogorov
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Reducibility
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Transient
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Periodicity
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Limiting behavior
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Limiting behavior

Recalling that
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Limiting behavior
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Stationary distribution
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Stationary distribution
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Detailed balance condition

A Markov chain is said to satisfy the detailed balance
condition with respect to a probability distribution π if

πiPij = πjPji

for all states i and j .

Detailed balance ⇒ stationary

[πP]i =
∑
j

πjPji =
∑
j

πiPij = πi
∑
j

Pij = πi
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MCMC

Classical Markov chain theory: given a transition matrix
(transition probability), prove that the chain converges to
some stationary distribution

Markov chain Monte Carlo: given a desired distribution π,
construct a transition probability such that a chain with that
probabilistic law converges to π
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MCMC
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Metropolis-Hastings algorithm
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Metropolis-Hastings algorithm
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Metropolis-Hastings algorithm

Mathematical techniques in data science



MH: Detailed balance condition

f (x)P(x , y) = f (x)q(x , y) ·min

(
1,

f (y)q(y , x)

f (x)q(x , y)

)
= min (f (x)q(x , y), f (y)q(y , x))

= f (y)q(y , x) ·min

(
f (x)q(x , y)

f (y)q(y , x)
, 1

)
= f (y)P(y , x)

Mathematical techniques in data science



Metropolis-Hastings algorithm
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Gibbs sampling
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