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Lecture 30: Decision trees





Tree-based methods

• Partition the feature space into a set of rectangles

• Fit a simple model (e.g. a constant) in each rectangle

• Conceptually simple yet powerful



Tree-based methods

• Advantages:
• Often mimics human decision-making process (e.g. doctor

examining patient).
• Very easy to explain and interpret.
• Can handle both regression and classification problems.

• Disadvantage: Basic implementation is generally not
competitive compared to other methods.

• However, by aggregating many decision trees and using other
variants, one can improve the performance significantly.

• Such techniques may lead to state-of-the-art models.
However, in doing so, one loses the easy interpretability of
decision trees.



Decision trees



How to grow a decision tree?



How to grow a decision tree?



Stoping and pruning



Stoping and pruning



Classification trees



Classification trees



Examples


