
Mathematical techniques in data science

Lecture 31: Bootstrapping, bagging, random forests



Boosting

• Decision trees

• Bagging

• Random forests

• Boosting

Main idea: we can combine weak learners into a single strong
learner



Convexification of the hypothesis space



Sampling with replacement



Bootstrap



Bagging



Bagging



Random forests



Random forests



Advantages

• accurate and robust

• difficult to interpret compared to a decision tree

• does not suffer from the overfitting problem

• usually have built-in relative feature importance



Disadvantages

• slow in generating predictions because it has multiple decision
trees

• difficult to interpret compared to a decision tree



Group work: Random forests

• use the Boston housing dataset

• fit a decision tree

• fit a random forest

• investigate feature importance


