
Mathematical techniques in data science

Lecture 6: Automatic differentiation and back propagation



Feed-forward neural networks (multi-class classification)



Feed-forward neural networks

• Structure:
• Graphical representation
• Activation functions

• Training:
• Loss functions
• Stochastic gradient descent
• Back-propagation



Stochastic gradient descent



Gradient descent



Stochastic gradient descent

• Recall that our objective function has the form

ℓ(θ) =
1

n

n∑
i=1

L(θ, xi , yi )

• Mini-batch stochastic gradient descent
• randomly shuffle examples in the training set, divide them into

k mini-batches of data of size m
• for each batch Ii (i=1, . . . , k), approximate the empirical risk

by

ℓ̂(θ) =
1

m

∑
j∈Ii

L(θ, xj , yj)

and update θ
θ ← θ − ρ∇ℓ̂(θ)

• Repeat until an approximate minimum is obtained or a
maximum number M epochs are done



Stochastic gradient descent: teminology

• Mini-batch stochastic gradient descent
• randomly shuffle examples in the training set, divide them into

k mini-batches of data of size m
• for each batch Ii (i=1, . . . , k), approximate the objective

function by

ℓ̂(θ) =
1

m

∑
j∈Ii

L(θ, xj , yj)

and update θ
θ ← θ − ρ∇ℓ̂(θ)

• Repeat until an approximate minimum is obtained or a
maximum numbers M epochs are done

• Terminology:
• m: batch-size
• ρ: learning rate
• M: number of epochs



Stochastic gradient descent (SGD)



Automatic differentiation



Stochastic gradient descent

• The most computationally heavy part in the training of a
neural net is to compute

∂ℓ

∂θi ,j

• Numerical differentiation is not realistic, and symbolic
differentiation is impossible



Automatic differentiation

• Assume that
y = f (g(h(x)))

• Denote x = u0, h(u0) = u1, g(u1) = u2, f (u2) = u3 = y , then

dy

dui
=

dy

dui+1

dui+1

dui



Back-propagation



Back-propagation

Use chain rule to compute ∇ℓ(θ)

∂ℓ

∂b1
=

∂ℓ

∂p
(p) · ∂p

∂h2
(h2,W3, b3) ·

∂h2
∂h1

(h1,W1, b1) ·
∂h1
∂b1

(x ,W1, b1)



Back-propagation

• One forward pass to evaluate h1, h2, p, ℓ

• One backward pass to compute ∇ℓ(θ)



Back-propagation

• Advantage: The cost to compute the partial derivatives with
respect to all parameters are just twice the cost of a forward
evaluations

• Drawback: The functions used to describe the network
(activation functions and loss functions) needs to belong to
the class of functions supported by the computational platform



Some intros to computer vision



Computer vision

A field that enables computers and systems to derive meaningful
information from digital images, videos and other visual inputs

• Image classification/object recognition

• Object detection

• Image segmentation

• Image generation

• Image style transfer



Image classification



Object detection



Image segmentation



Image generation



Image style transfer



Grayscale image representation



Color image representation

• Use RGB color mode

• Represent a color by 3 values: R (Red) G (Green) B (Blue)

• There are other color modes



Image representation

• An image is an H x W x C matrix: H (height), W (width), C
(depth or number of channels)

• Grayscale image: C = 1

• RGB image: C = 3



Demo: train an MLP using Keras





• High level API for deep learning

• More flexible to define network architecture than sklearn



Define network architecture (1)

• Define a network as a Sequential object

• Add layers to it one-by-one



Define network architecture (2)



One-hot encoding

Labels in Keras are usually encoded as one-hot vectors


